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요 약

초고속 저장장치의 성능병목 관련 연구에 활용되는 에뮬레이터의 실제 장치에 대한성능 모사 정확성을 검증할 필요가 있다. 본 논문은 Non-Volatile
Memory express (NVMe) 에뮬레이터 NVMeVirt와 실제 Solid State Drive (SSD) 간 성능 유사도를 비교하고, 차이의 원인을 분석한다. 실제 SSD
와 이를 모사한 NVMeVirt에 다양한워크로드를이용하여 처리량과지연 시간을측정한다. 실험은측정 편차를최소화하기위해시스템상황을일관되
게 통제하고, 벤치마크 툴 FIO를 이용한다. 실험 결과에서 NVMeVirt는 실제 SSD보다 낮은 처리량과 높은 지연 시간을 보였다. 이러한 NVMeVirt의
상대적 저성능은 읽기 워크로드보다 쓰기 위주의 워크로드에서 두드러졌다. 원인은 NVMeVirt의 제한적 병렬구조로 추정된다. 실제 SSD는 다중 플레
인 구조에 기반한 병렬성으로 성능을 향상시킨다. 반면, 단일 플레인 구조로 구현된 NVMeVirt는 성능에 제한을 가진다. 이러한 한계에도 불구하고,
NVMeVirt는 워크로드 변화에 따른 성능 추세 변화에서는 실제 SSD를 모사하였다.

Ⅰ. 서 론

NVMe SSD 도입으로하드웨어 성능은향상됐으나, 기존 운영체제시스

템 한계로 I/O 병목이 주요 문제로 대두되었다 [1]. 이를 보완하기 위한

연구들에서 실제 SSD를 활용한 실험이 필요하지만, 다양한 장치를 확보

하여 제안 방법들의 일반성을 검증하는 데에는 어려움이 많아,
NVMeVirt[3] 등과 같은 에뮬레이션 기반 실험을 진행한다 [2].

NVMeVirt는 운영체제에 물리 SSD와 동일하게인식되는 에뮬레이터다.

하지만, 이러한 에뮬레이터가 실제 SSD를 모사했을 때의 성능재현성연

구는드물다[3]. 본 논문에서는 NVMeVirt와 실제 SSD (KIOXIA XG6)의

성능을비교하고, 차이의원인을분석한다. 본 논문의기여는다음과같다.

Ÿ 성능 비교의 일관성 보장을 위한 절차 마련: 측정 결과의 신뢰도를

확보하는 벤치마크 방법론을 제시한다.

Ÿ NVMe SSD와 NVMeVirt 간 성능 비교: NVMeVirt의 성능 모사

능력을 정량적으로 파악한다.

Ÿ NVMeVirt의 내부 병렬성 한계 파악: 성능 차이의 원인 중 하나인

구조적 제약을 분석한다.

Ⅱ. 본 론

2.1. 실험 환경 및 방법

KIOXIA XG6(이하 XG6)와 NVMeVirt의 성능 비교를 위해블록저장장

치 벤치마크 툴인 FIO[10]를 사용한다. 실험은 표 1과 같은 동일 사양 서

버 2대에서 진행한다. NVMeVirt는 32GB RAM을 스토리지 백엔드로 사

용하도록 구성한다. 실험 일관성 및 결과 재현성을 위해 TRIM 명령어로

주소 매핑 테이블의 유효상태 갱신, Preconditioning 및 Pre-fill로 장치가

안정상태에서 동작하도록 유도, Cool-down 및 Ramp-up으로 측정 간 차

이를 최소화한다 [5-9]. 또한, 시스템 변수 통제로 실험 결과에 영향을

표 1. 서버 하드웨어 및 소프트웨어 사양.

항목 사양
CPU Intel Xeon W-2255

메모리 128GB

메인보드 Dell 06JWJY

칩셋 Intel C422

운영체제 Ubuntu 24.04.2 LTS

커널 버전 5.19.17

그림 1. read(순차읽기), write(순차쓰기), randread(랜덤읽기) 워크로드의

성능을 일관된 조건에서 측정하는 과정.

끼칠 수 있는 간섭을 최소화한다. 먼저, 일정한 처리 속도를 위해 CPU의

동적 주파수 조절 기능인 governor를 고정하고 부스트 기능을 해제한다.

또한, 메모리 접근 지연의 변동성을 줄이고자 운영체제의 동적 메모리 관

리 기능인 Transparent Huge Pages와 Address Space Layout

Randomization을 비활성화한다. 마지막으로스토리지 I/O 경로의 잠재적

지연방지를위해 NVMe의자동전력 관리와운영체제의 I/O 스케줄러를

해제하고, 비필수 데몬들을 모두 중지한다.

벤치마크 워크로드는 순차와 랜덤으로 구성한다. 순차는처리량 중심측

정을 위해 128 KiB 블록을, 랜덤은 Flash Translation Layer 오버헤드분



(a) (b) (c)

그림 2. 동일 사양 서버 2대(A, B)의 XG6와 NVMeVirt 벤치마크 대역폭

과 IOPS. (a) 순차읽기, (b) 순차쓰기, (c) 랜덤읽기.

표2. 동일 사양 서버 2대(A, B)의 XG6와 NVMeVirt 벤치마크 결과. 각

워크로드의 3-run 지연(p50, p99) 평균값.

Device
p50 mean(ms) p99 mean(ms)

순차
읽기

순차
쓰기

랜덤
읽기

순차
읽기

순차
쓰기

랜덤
읽기

XG6_A 1.335 1.379 0.108 1.592 5.691 0.257
XG6_B 1.335 1.319 0.108 1.489 5.953 0.256
NVMeVirt_A 2.212 1.270 0.196 3.075 21.365 0.930
NVMeVirt_B 2.212 3.927 0.196 4.047 6.477 0.930

석을 위해 4 KiB 블록을 사용한다. 순차는 읽기와 쓰기를 모두 포함하나,

랜덤은 쓰기의 Garbage Collection (GC), wear leveling 등으로인한성능

편차 때문에 읽기만 사용한다 [4]. 성능 비교 지표로 Input/Output

Operations Per Second (IOPS)와 지연 시간을 측정한다. 모든 워크로드

의 병렬 처리를 위해 Queue Depth (QD)=32로 설정한다.

워크로드별 실행 절차는 그림 1과 같다. 한 차례의 전체 실행을 세션으

로, 한 세션안에 각반복 측정인런으로구성한다. 모든 세션은 TRIM 단

계까지 진행하여 장치를 초기화한다. 이후, 읽기는 세션당 한 번

Preconditioning을 수행하고 Ramp-up 및 Measurement를 런마다반복한

다. 반면 쓰기 워크로드는 장치 상태를 변경하므로, 런마다 TRIM부터

Measurement까지 진행하여 이전 런의 영향을 최소화한다. 각 런은 처리

량을 IOPS와 MB/s로, 지연을 p50과 p99로 산출한다. 여기서 p50은 중앙

값, p99는 전체 측정값 중 99%가 해당 값 이하임을 의미한다.

2.2. 결과 및 분석

그림 2와 표 2는 NVMeVirt가 모든 워크로드에서 XG6 성능과 차이가

있음을 보여준다. XG6보다 처리량은 낮고 지연시간이 길다. 이러한 차이

는 쓰기에서 더 두드러졌다. XG6는 높은 처리량을 유지한 반면,

NVMeVirt는 더 낮은부하에서 성능이포화되었고 p99 지연 시간이 급격

히 증가하였는데, 이는 GC 개입의 영향으로 보인다.

성능 차이의 주요 원인은 NVMeVirt의 병렬 처리 에뮬레이션한계로 추

정된다. 그림 3은 XG6의 경우 다중 플레인 구조로 병렬 처리를 지원하지

만, NVMeVirt는 단일 플레인 구조로 한계가 있음을보여준다. 이러한 차

이가 NVMeVirt의 상대적으로낮은 처리량, 높은 지연 시간, 그리고 쓰기

부하에서 조기 성능 포화를 유발하는 것으로 보인다.

절대적 성능 차이에도 불구하고, NVMeVirt가 워크로드간 성능 변화

추이는 실제 장치와 유사성을 보인다. 그림 2의 추세와 표 2를 보면

워크로드별 변화, 지연시간 변화 등에서 비슷한 경향을 보인다. 이는

NVMeVirt가 새로운 알고리즘 연구 등에 있어 효과성 검증 등에 활용될

수 있음을 의미한다.

(a) (b)

그림 3. NAND 플레인병렬성 비교. (a) KIOXIA XG6: 채널–다이–복수

플레인구조로 플레인병렬화 가능 (b) NVMeVirt: 다이당 플레인=1로 단

순화되어 내부 병렬성 부재.

Ⅲ. 결 론

본 연구에서 NVMe SSD와 NVMeVirt의 성능을 비교한 결과,

NVMeVirt는 단일 플레인 구조 때문에 실제 장치 성능 모사에는 한계가

있다. 하지만, 워크로드 간 성능 변화 추이는 재현 가능하여, 비교 연구의

기초 자료 등으로 제한적 활용은 가능하다.
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