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요 약  

 
양자 배터리는 결맞음과 얽힘 같은 양자 효과를 활용하여 기존 화학 배터리를 능가할 잠재력을 지닌다. 그러나 환경 

노이즈로 인한 결어긋남은 충전 효율을 저하시켜 실질적 구현을 어렵게 만든다. 이러한 한계를 극복하기 위해 Proximal 

Policy Optimization (PPO) 알고리즘과 커리큘럼 학습 전략을 결합한 강건한 양자 배터리 충전 프레임워크를 제안한다. 

단일 큐비트 기반 Jaynes-Cummings (JC) 모델을 적용하고, Lindblad 마스터 방정식을 통해 원자 붕괴, 위상 이탈, 

광자 손실이 포함된 개방형 양자 환경을 시뮬레이션한다. 제안된 프레임워크는 노이즈가 없는 환경에서 학습을 시작해 

점진적으로 노이즈 강도를 높이며 복잡한 양자 동역학에 안정적으로 적응하도록 설계된다. 시뮬레이션 결과, 강화학습 

기반 제어는 단순 정적 제어보다 결맞음을 유지하며 높은 에르고트로피와 에너지 축적 효율을 달성한다. 향후 다중 

큐비트 Tavis-Cummings 모델로 확장되어 초흡수와 같이 집단적 양자 효과를 탐구함으로써, 고효율 양자 에너지 저장 

기술의 상용화에 기여할 것으로 기대된다. 

 

Ⅰ. 서 론  

양자 배터리는 결맞음 및 얽힘과 같은 고유한 양자 

효과를 활용하여 기존 화학 배터리 성능을 제공할 

잠재력을 지닌다. 그러나 양자 시스템의 내재적 

취약성으로 인해 발생하는 환경 노이즈는 결어긋남을 

유발하여 그 성능을 심각하게 저해하고, 시스템에서 추출 

가능한 유용한 에너지인 에르고트로피를 감소시킨다[1]. 

따라서 노이즈 환경에 강건하고 효율적인 충전 프로토콜 

개발이 필요하다. 강화학습은 양자 시스템에서 최적 제어 

프로토콜을 탐색하는 효과적인 전략으로 활용되고 

있다[2]. 노이즈 환경에서는 비볼록한 보상 지형으로 

인해 학습이 불안정해지고 에이전트가 전역 최적해 대신 

국소 최적해에 수렴하는 한계를 가진다. 본 논문은 

이러한 문제를 해결하기 위해 Proximal Policy 

Optimization (PPO)과 커리큘럼 학습 전략을 결합한 

강건한 충전 프레임워크를 제안한다. 커리큘럼 학습은 

에이전트가 노이즈가 없는 단순한 환경에서 학습을 

시작해 점진적으로 노이즈가 강화된 환경으로 

전이하도록 설계되어, 복잡한 양자 동역학에 대한 

적응력을 높이고, 국소 최적해에 빠지는 문제를 완화한다. 

이를 통해 제안된 프레임워크는 노이즈 환경에서도 높은 

에르고트로피를 유지하는 강건하고 효율적인 제어 

정책을 학습할 수 있음을 기대한다.  

 

Ⅱ. 본론 

2.1 양자 배터리 시스템의 물리 모델링 

단일 큐비트 기반 Jaynes-Cummings (JC) 모델을 

사용하여 양자 배터리 시스템을 구성한다. 노이즈가 

존재하는 개방형 환경에서의 시간 진화는 Lindblad 

마스터 방정식을 통해 시뮬레이션 되며, 이를 통해 

강화학습 에이전트가 제어하는 유니터리 동역학(unitary 

dynamics)과 환경 노이즈로 인해 발생하는 

비유니터리(non-unitary) 과정을 동시에 반영할 수 있다. 

본 연구에서는 원자 붕괴, 위상 이탈, 광자 손실의 세 

가지 주요 노이즈 채널을 고려한다. 에이전트의 목표는 

이러한 노이즈 효과를 최소화하면서, 유니터리 변환을 

통해 시스템으로부터 추출 가능한 유용한 에너지인 

에르고트로피를 최대화하는 시간 의존 제어 펄스를 

학습하는 것이다. 강화학습 환경과 알고리즘의 구성은 

JC 모델의 물리 파라미터, 학습 환경 설정 및 PPO 

알고리즘의 주요 하이퍼파라미터로 정의되며, 그 세부 

내용은 표 1 과 같다. 이러한 구성은 시스템의 양자 

동역학을 정밀하게 반영하면서도 학습 안정성을 

확보하여 양자 배터리 충전 과정의 효율적 제어를 

가능하게 한다. 

 

2.2 강화학습 기반 프레임워크 설계 



 

점진적으로 노이즈 강도가 증가하는 환경에서 

효율적인 제어 정책을 학습하기 위해, 연속 제어 문제에 

적합한 Actor-Critic 구조의 강화학습 알고리즘인 

PPO 를 적용한다. PPO 의 클리핑(clipping) 기법은 

급격한 정책 업데이트를 억제하여 학습의 안정성을 

유지하며, 정책이 더 복잡한 노이즈 환경으로 전이될 때 

안정적인 성능 유지에 핵심적인 역할을 한다. 또한 

선형적으로 감소하는 학습률을 도입하여 각 단계의 

미세조정(fine-tuning) 과정에서 안정적인 수렴을 

유도한다. 이러한 커리큘럼 학습 절차는 노이즈가 없는 

환경에서 학습된 초기 정책을 기반으로, 점차 노이즈가 

강화된 조건으로 학습 환경을 전이시키는 방식으로 

구성된다. 이를 통해 에이전트는 복잡한 양자 동역학에 

점진적으로 적응하면서 국소 최적해에 빠지는 문제를 

효과적으로 완화할 수 있다[3]. 

 

표 1. 강화학습 모델의 주요 하이퍼파라미터 

 

그림 1. 강화학습 기반 제어와 기본 제어의 

에르고트로피 변화 비교 

2.3. 시뮬레이션 및 결과 분석  

제안된 프레임워크는 단일 큐비트 양자 배터리의 충전 

과정에 적용하며, 최종 목표 환경은 원자 붕괴율 0.05, 

위상 이탈률 0.025, 광자 손실률 0.05 의 높은 노이즈 

조건으로 설정한다. 훈련된 에이전트는 이론적 최대값에 

근접한 에르고트로피를 달성하며, 단순한 정적 펄스 제어 

보다 우수한 성능을 보인다. 그림 1 은 시간에 따른 

에르고트로피 변화를 비교한 결과를 나타낸다. 기본 

제어는 위상 이탈 및 감쇠 효과로 인해 일시적인 상승 

이후 성능이 불안정해지는 반면, 강화학습 기반 제어는 

커리큘럼 학습을 통해 환경 노이즈에 적응함으로써 

결맞음을 유지하고 에너지 충전 효율을 향상시킨다. 

큐비트는 JC 모델에서 스핀 입자로 표현되며, 블로흐 

구면 상에서 남극과 북극은 각각 바닥상태와 들뜬상태에 

해당한다. 이때 큐비트의 상태 벡터는 두 가지 운동을 

동시에 수행한다. 첫째, 고유 해밀토니안에 의해 Z 축을 

중심으로 끊임없이 회전하는 라모어 세차(Lamor 

precession)가 발생하며, 둘째, 외부 제어 펄스와의  

상호작용을 통해 라비 진동(Rabi oscillation)이 유도되어 

에너지가 흡수된다. 그림  2 는 큐비트의 동역학을 

블로흐 구면 상에 시각화한 결과이다. 강화학습 

에이전트가 생성한 제어 펄스는 큐비트의 라모어 세차와 

라비 진동을 최적으로 제어하여, 양자 상태가 나선형 

궤적을 따라 노이즈의 영향 속에서도 최종 완충 상태로 

안정적으로 유도되는 과정을 보여준다. 

 

 

그림 2. 블로흐 구면 상에서 큐비트의 상태 궤적 

Ⅲ. 결론  

본 연구에서는 PPO 알고리즘과 커리큘럼 학습 전략을 

결합하여 노이즈 환경에서도 강건하게 동작하는 양자 

배터리 충전 프레임워크를 제안한다. 커리큘럼 학습을 

통해 에이전트는 노이즈가 없는 환경에서 학습을 

시작하여 점진적으로 노이즈가 강화된 조건으로 

전이하며 복잡한 양자 동역학에 안정적으로 적응할 수 

있다. 시뮬레이션 결과, 학습된 제어 펄스는 노이즈 

환경에서도 결맞음을 유지하며 에너지 축적 효율을 

향상시켜 제안된 프레임워크의 유효성을 입증한다. 향후 

본 프레임워크를 다중 큐비트 Tavis-Cummings 모델로 

확장하여 초흡수와 같은 집단적 양자 효과를 탐구하여, 

고효율 양자 에너지 저장 기술의 구현과 양자 배터리 

상용화에 기여하고자 한다. 
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