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A Study on the quantization for on-device LLM inference
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4 7.36 3.38
16 5.47 13.5
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4 5.83 3.38
16 5.68 16
Llama3—8B
4 5.97 4
16 12.7 1.52
8 12.7 0.76
Qwen3—0.6B 4 14.9 0.38
3 85.9 0.29
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