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요 약 

 
연합학습(federated learning, FL)은 분산학습을 통해 개인정보 유출 위험을 줄이고, 중앙 서버의 연산 부담을 완화하며, 

학습의 확장성과 통신 효율성을 동시에 달성할 수 있는 기술로 주목받고 있다. 하지만 현재까지 대부분의 연합학습 

연구들은 빈도주의적(frequentist) 접근에 기반하고 있어, 비동질(Non-IID) 환경에서의 성능 저하, 모델 파라미터 및 

예측에 대한 불확실성(uncertainty) 평가 불가 등 근본적인 제약을 가진다. 이러한 문제들을 보완하기 위해 확률론적 

추론을 결합한 베이지안(Bayesian) FL 이 제안되었다. 본 논문에서는 BFL 의 기본 개념과 발전 과정을 정리하고, 주요 

연구들의 흐름을 통해 그 장점과 한계를 분석하며, 향후 연구 방향성을 제시한다. 

 

Ⅰ. 서 론  

최근 모바일 기기와 웨어러블 장치들을 통해 

사용자들이 방대한 양의 데이터를 생성해 내고 있으며, 

이러한 데이터에 기반한 지능형 서비스들에 대한 관심과 

수요가 높아지고 있다. 그러나 이러한 데이터는 대개 

개인정보와 밀접하게 연관되어 있기 때문에 중앙 

서버에서 데이터를 수집해 학습할 시, 데이터 프라이버시 

문제가 발생할 수 있다. 학습 과정에서 이와 같은 문제와 

중앙 서버의 부하를 완화하기 위한 효과적인 방법으로 

최근 연합학습(Federated learning, FL)이 각광을 받고 

있다 [1], [2].  

FL 은 지역 데이터셋의 분포가 크게 상이한 환경에서 

각 클라이언트가 지역 학습을 통해 본인이 보유한 데이

터에 적합한 단일 모델을 도출할 경우, 해당 모델이 클라

이언트마다 크게 달라 이들의 통합에서 의미 있는 전역 

모델이 도출되지 않는 client drift 현상으로 인해 학습 

성능이 저하되는 문제를 갖고 있다. 또한 기존 대부분의 

FL 기법이 채용하고 있는 빈도주의(frequentist) 접근법

은 학습 상황에 대한 해석이 어려워 모델 공유를 위한 

통신 자원이 제한적인 환경에서 통신 상황에 맞게 자원

을 효율적으로 활용하기 어렵다는 한계가 존재한다. 

이러한 기존 FL 기법들에 대한 한계점의 근원적 해결

을 위해 최근 베이지안(Bayesian) 접근을 FL 에 도입하

는 연구가 이루어지고 있다. 베이지안 접근법의 도입은 

FL 에서 지역 모델의 파라미터에 대한 신뢰도 혹은 불확

실도를 정량화함으로써, 이러한 신뢰도를 기반으로 파라

미터의 중요성을 판단해 보다 효과적인 모델 합계와 통

신 자원 환경에 적응적인 학습을 가능하게 한다. 

 

Ⅱ. 본 론  

빈도주의 접근 기반의 학습 방식은 데이터를 기반으로 

likelihood 를 최대화하는 단일 모델 파라미터 도출을 목

표로 한다.  

𝜽∗ = 𝑎𝑟𝑔max
𝜃

𝑝(𝐷|𝜽)              (1) 

반면, 베이지안 학습 방식은 모델 파라미터에 대한 사후

분포(posterior distribution) 𝑝(𝜽|𝐷) 도출을 목표로 한다. 

이러한 사후분포는 다양한 모델 파라미터에 대한 신뢰도 

혹은 불확실도에 대한 정보를 내포하며, 이를 기반으로 

(1) 예측 불확실성을 정량화하고, (2) 제한된 데이터 환경

에서도 사전정보를 활용해 성능을 개선할 수 있다는 장

점을 가진다 [3], [4]. 
베이지안 FL 은 이러한 베이지안 접근을 연합학습에 

도입한 방식으로, 각 클라이언트 𝑘는 지역 데이터 𝒟𝑘를 

기반으로 사후분포 𝑝(𝛉|𝒟𝑘)를 학습하고, 서버가 이를 통

합함으로써 전역 사후분포 𝑝(𝛉|{𝒟𝑘}𝑘∈𝒦)를 근사한다. 이

후 업데이트된 전역 사후분포는 다시 각 클라이언트로 

분배되어 분산 학습 후 통합을 반복하는 과정을 통해 학

습이 수행된다. 이와 같이 베이지안 방식을 FL 에 적용하

는 것은 사후분포 기반의 불확실성 정량화로 기존 베이

지안 학습의 장점을 활용할 수 있을 뿐만 아니라 FL 의 

주요 도전과제인 client drift 완화, 학습-통신 융합설계를 

가능하게 한다 

기존 FL 은 참여하는 클라이언트들이 보유한 데이터의 

분포가 크게 상이한 환경에서 client drift 현상으로 인해 

학습 성능이 저하하는 한계를 갖는다. 반면 베이지안 FL

은 각 클라이언트가 지역 학습을 통해 다양한 모델에 대

한 신뢰도를 사후분포 형태로 표현하므로, 이를 바탕으로 

여러 클라이언트들에서도 공통적으로 높은 신뢰도를 갖

는 전역 모델을 도출할 수 있다. [5]에서 제안한 

pFedBayes 는 지역 학습에서 변분 추론(variational in-

ference)을 통해 사후분포를 KL divergence 를 최소화하

는 정규분포로 근사하였으며, 지역 정규분포의 변분 파라



미터(variational parameter)의 평균으로 전역 모델을 도

출하는 개인화 FL 을 연구하였다. 또한 도출된 전역 모델

을 지역 모델의 사전분포로 설정하고 학습함으로써 일반

화와 개인화 성능의 균형을 경험적으로 조절했다. 그 결

과 제한된 데이터 환경에서도 CIFAR-10 및 FEMNIST 

데이터셋에서 FedAvg 대비 5~8% 높은 정확도를 달성

하며 개인화와 일반화 성능을 동시에 확보했다. 

pFedBayes 가 경험적으로 균형을 유지한 반면, [6]에

서는 이를 계층적(Hierarchical) 베이지안 구조로 일반화

한 FedHB 를 제안했다. FedHB 는 각 클라이언트의 파라

미터 𝜃𝑖가 전역 하이퍼파라미터 𝜙에 종속되도록 설계해, 

모든 클라이언트가 전역 하이퍼–사전분포(Hyper-prior)

를 공유한다. 이를 통해 클라이언트 간 데이터 편차가 큰 

환경에서도 일관된 수렴을 달성하였으며, 개인화와 전역 

일반화 간의 trade-off 를 명시적으로 제어할 수 있었다. 

실험 결과, CIFAR-10 과 FEMNIST 에서 FedHB 는 Fe-

dAvg 대비 7~10% 높은 정확도를 보였고, 클라이언트 

간 정확도 편차가 감소하였다. 

개인화 FL 을 고려한 앞선 논문과 달리, [7]에서는 모

든 클라이언트들에게 적용할 수 있는 일반화된 사후분포 

도출을 목표로 하는 federated online Laplace approxi-

mation(FOLA)를 제안하였다. FOLA 에서는 각 클라이언

트가 라플라스 근사(Laplace approximation)을 통해 사

후분포와 동일한 mode 를 갖는 정규분포로 사후분포를 

근사하고, 서버는 지역 사후분포 간 곱연산으로 전역 사

후분포를 갱신한다. 이와 같은 곱연산은 다수의 분포를 

대표하는 하나의 분포를 도출할 때, 정보 손실을 최소화

할 수 있는 방법이다. 그 결과, 단순 평균 기반 BFL 대

비 집계 오차가 약 23% 감소하였고, 학습 라운드당 연산 

시간도 감소하여 연산 효율성과 학습 안정성을 동시에 

개선되었다. 

베이지안 FL 에서 클라이언트는 정규분포로 근사된 지

역 사후분포에 대한 정보를 전달할 때, 모델의 각 파라미

터에 대한 평균과 분산을 전송하므로 기존 FL 보다 통신 

부하가 약 두 배 높다. 이에 따라, 베이지안적 접근과 함

께 가중된 통신 부하 문제를 완화하기 위해 무선 채널의 

중첩 현상을 활용한 Over-the-Air Computation (Air-

Comp)를 베이지안 FL 에 적용한 기법이 [8]에서 제안되

었다. 무선 채널에서의 전송 중 지역 사후분포 간의 곱연

산이 이루어질 수 있도록 하는 사전/사후 처리 기법이 개

발되었으며, 수렴 분석을 통해 학습 가속화를 위한 최적 

전력제어 기법이 개발되었다. 이를 통해 AirComp 기반

의 기존 FL 방식 대비 약 35% 낮은 통신 지연과 3~5% 

높은 모델 정확도를 달성함으로써 데이터 희소성과 이질

성이 공존하는 환경에서도 안정적으로 수렴함을 보였다. 

 

III. 결 론  

베이지안 FL 은 비동질 데이터 환경에서의 강건성, 예

측 불확실성 정량화, 전역–개인화 모델 간 균형 조절, 통

신 효율성 향상 등 다양한 장점을 지닌다. 그러나 pos-

terior 근사를 위한 높은 계산 복잡도와 확률분포 파라미

터 전송으로 인한 통신 부담, 모델 구조의 복잡성은 여전

히 해결해야 할 과제이다. 이러한 맥락에서 적응형 모델 

경량화(lightweight approximation) 와 효율적 확률 근사 

기법에 대한 연구의 필요성이 높아지고 있다. 특히 저차

원 확률 근사, 샘플 효율적 변분추론, 파라미터 공유 및 

압축 전송 기법의 융합을 통해 연산과 통신 효율을 동시

에 개선하는 방향으로 연구가 진행될 것으로 전망된다. 
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