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A Semantic Hybrid Approach for Three-Line News Summarization
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Algorithm 1 Semantic Hybrid Three-Line Summarization

Require: Article D
1: S « KSS_split(D)
2: FE <+ SBERT_encode(S)
3: G < build_graph(S, E)
4: {C1,C4, ...} < Louvain(G)
5. {C1, Ch, C4} + top3_by_size_or_salience({C'})
6: for i € {1} do
7 P; < build_paragraph(C/; centroid+MMR)
8.  y; < KoBART(P,)
9: if invalid(y;) then
10: y; + TextRank(CY)
11: end if
12: end for
13: return order_as A4 1, 2, 3: {y1,42,y3}
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