T A 73X B3} s 7 IEW HAE Ve TF
A5,
%1y o] A oh 3t

rlatngls0822@sookmyung.ac.kr, *soohyun.park@sookmyung.ac.kr
Recent Advances in Reinforcement Learning—Based
Beamforming Optimization for Wireless Communication

Subin Kim, Soohyun Parksx*
Sookmyung Women's University

2 o
B =1 5G % AAY 6G FAE4 A4 Wlxw HA3 EAS 73S (Reinforcement Learning, RL)
Zito g HMad Fo AT 3¢S —‘:’r—,LE‘r Massive MIMO, mmWave, IRS (A 5HALEWH) 5 theks 74 Ay
Tz A A& A3les (Deep RL, DRL) &ag]&o] L5 o] dUx & (Energy Efficiency), 29 EH §&
(Spectral Efficiency), ®.¢Hd(Secrecy Rate) 5& =Zddsl= o] AA|FHo] giv} B A3 = o]gidt AFE9 TEH
9 SHAAS Ak, FAAEE S(Quantum Reinforcement Learning, QRL) 718t 9] H AL =9t}

Wxw EAoA =5 (CodeBook) 7]8+e] Hl =g

=
AEe o]ik F3tol|A] o] Rt o|lE E9], Discrete
% 94&% (Multiple-Input Multiple-Output, MIMO) Fourier Transform (DFT) 7]4te] m=Xor 7153
e S5 ol el QHEUE wiX|ste] W Wl %3 & GHY Fof LA FAdE. o] o,
45 9 25 AFEE FA7IE A VEet. 53 A8 =, AFERF i Fol FHEW A ke 2

LU BN

o H

I.M &
[e]

Massive MIMO + FA~F 79 F4l QY& E3 Z2 (curse of dimensionality) &A7} @Ay}, HE3h,
ey (Beamforml g 7IWEs FIFoExd, SA AA A st=glole] 544 olHd MEES d5A o]
AREAN AL YA E JEAA S Hisetl w2 wow £A4E7] olgar, AE Eals el At XﬂC’V}
g a&8 Ggdsi. 7bssttt & &9, 9% AZE (Phase Shifter)&
71€9 WxW A= Zero- Foreing (ZF), Minimum AnbE o & B-bit FAtstE o]k )N AT = Ut
Mean Square Error (MMSE) & #&4] 3] (closed- olz]gl Aekoz oe HWEW AAY By Fe
form solution)ell ¢JE8tA ov, FAZ A vHdEE A, ojfbA o w g ulojof drh. webA RL AAIA HAHS
AHEAE =9 F7F, IRS-NOMA 59 348 XA+ olibdow Aejsta, B &5 Fol7] A% DRL 4%
AL H3erh 58 A& AV EAg. v, Asd =271 dast.
RL 7]%¥+e] ‘Qi“o] HAs= AT JsAgsiy HA A7 A" 2w B wE 7o ABAAE o
A8 853k o 24, Channel State Information (CSD7}F Age] waEw, Ay suge] Z7t= wBanEsk Z7)e)
BodaiAAd uakdl AgeAnE FHA EE frojmgh ko] AudAE EHlva Huda v
g g & Qv AS 7tk [11,[2]. ¥4 SAl AJ=dle 7[A=e] A8 AR7E dA
HEAT 01]‘41]«1 -iEs AAsteR, WEn g&°
2 e %# Axzeke] Hy AR diypow AAFTH
(@) ‘ 2} A ‘?:‘i“o‘ HAshe 2dad A9 dus %013?
5 A AZE oUA BEE o] AAHem ofits}
@) & g S Aol 71 4 Ak
ek o (C)
& I 2e
() & Ao 7Aestse d% FNS o AHom MAG L,
& HASEE duA a82 Ao oo ditr 74
A B4 @elNe WMEY  HHs At @3

i o]Fojxa gt} WA, thE 71 A=+ (Multi-Input Single
Output, MISO) Aol A FE % AZH 7|4k
ofd® 1 W¥WE DRL 2 HA3e A37h A=At
[3]. o] A7&= A9 Ad AR 9 AH Ao A=

¥ 1. MIMO 7o Ao Wy



T8 vtgoR, 9 g Y o & nHsslth
DRL & Z} A9] =+ 3+<5 (local learning) S E3 59
A8 CSI 23 glol= =L dyA as&s A
E£3] A%E A Fractional Programming (FP) * Weighted

Minimum Mean Square Error (WMMSE) 7]wt ®'#
thr]  15~20%<] v a& FFS HAT A,
Massive MIMO-NOMA (Non-Orthogonal Multiple
Access) th® A A = DFT ZE=EHS 7oz
3l DQN (Deep-Q-Network) 78t ® A&l 2 ARz}
53 7ol AGFHEATE [4]. o] AFE olyA &&
ole 3 HFELE HAATF 2FE T HAE
&3k, 10dB ¢ #H<%  Signal-to-Noise Ratio
(SNR)oll 4] 7] K-means 7|9 NOMA thH] 42%9]
AYA && F4ES 2A8QITE [RS-assisted Massive
MIMO  AJ2="leA  F3¥ DQN 7|8k slojHE =
Wy BS-IRS-AHEAF ko] H3 Al (cascade
channeD)& ©]&3] RWI-A84 S A®3ta, RS HHAL
4 F4EE& =434 [5]. o] DRL 7|HF A= 7]&
Greedy UWH] 2#HEZH F&F 7.52%, YA A&
16.47%7F WA E ALt 3 mmWave HEYAANAME=
Advantage Actor-Critic (A2C) T+%& A &3}l Grid-

of-Beams (GoB) 7]¥ ® A&l 2 Ag A=
sz YT AF7E Ad (6] 7 AREAE
Signal-to-Interference-plus-Noise Ratio (SINR)<

agstel W g ABA 8 Ay FEs THoR

Ao, AMYA AFoem TIAA HIIAH

AquA &8 Fe T G DQN hHH] kA

FHS Bilen, AE dH HAHs I YA

a&o] o F o FFHAY. A Ho R 6G mmWave
E

Aol A DRL 719 W] Edold A+ Alb= A [7].

o] A+ v a& A3y (DRL-EE)¥ ~HEY

a8 A3 (DRL-SE)9 AH9 RASF7E t&
2 7H¥ 2dS Y. 34 dstE gsiy  Hl
Egoly 349 &4 RF A 42 ZHoz ZAJ
2k (blockage) AFdA=  Hr] AAS 5|
29 EH §§ &4& FHAgstn, dHE-He o4IF
B 2dS 53 A8 Efel=ox 4o 7S
Bt

olglgt AFEES T3l AEstgo]l WEW H A A
=2 AAESE AYL Y&l dFHJLY, A5 4
7HA] FE4 AT EA i

=1
FHol =gla A HR=7E ve xo 2A, A
B84 3Bl o]z #AClAM DRL ]
FHAY A9 A (Local Optimum)el & 4= it}
ek G5 ATt A= olgfgk FHAE Sty 9%
Mz FE] g Zddeart e

g8 288 7|dg & o AA=Z QRL
3 5G HWN dAoA= I3 ol (pico edge)

. 28

B =RgME 56 @ AU 6G FAEA S A
RL 7|9t ®x® HAste] A4 %% dAHE
TeHgor BT, 71E AdFELS DRL & o] &3
stolrg= WY RS WAL Ao, d¥ =4, AEA
IFFS anpdoz FHAgs oy, A, s 3379
A S BAR Qs gAY EAF. ol s
AAZS wAsry] Yl QRL W AT AR
ot g FEET. QRL & 4 FHI ¥y &
E4S FFg3lo] 7]& DRL Ht} u w2 AF gz
= <
=g

AREARe] digk Hel Az &A&S  FA
HAggstes AAEAT [8]. dolHdE:= A AH
HE S 7oz Y5 A-siy, 7|& DRL U] 41
&% 30% 9F 2 AY 429 15% AES GA A
I AFNAE QRL 7IWF WX FHAgE I /&
DRL ¢ x4 dAE Rgsta, dFE MIMO ¥ IRS
AHNAME a&HoE AL 7ted E Zdddas
T ot o o]F B B} 22 oUA a&S
gnsta, SA Az dEg ARE Fo gHa WEY
ool 71988 Aoz y|vEd)

ACKNOWLEDGMENT
AT BB 9 AR A7 EE71L ] g}
ICT ATAEAA Y ATARZ 535S (ITP- 2024-RS-
2024-00436887).

(1] 229, RS, MFT, DR AAYY, 42013,
olwsha A EF W BATA 2 AabuA BA,

ol g #&3t vol. 29, no. 1, pp.1- 12, March 2020.

[2] A. A. Agasalim, “Empirical findings on the relationship of
energy consumption, gross domestic product per capita
and carbon dioxide(co2) emissions,” International Journal
of Energy Economics and Policy, vol. 14, no. 4, pp. 684~-
690, May 2024.

[3] H. Zhou, X. Wang, M. Umebhira, and Y. Ji, “A deep
reinforcement learning based analog beamforming
approach in downlink miso systems,” in 2022 IEEE 95th
Vehicular Technology Conference:(VTC2022-Spring).
IEEE, June 2022, pp. 1- 6.

[4] I. Ahmed, M. K. Shahid, and T. Faisal, “Deep
reinforcement learning based beam selection for hybrid
beamforming and user grouping in massive mimo-noma
system,” IEEE Access, vol. 10, pp. 89 519- 89 533, 2022.

[5] I. Ahmed, K. Shahid, and H. Khammari, “Drl based beam
selection and hybrid beamforming for intelligent
reflective surface assisted massive mimo system,” in
2023 IEEE 97th Vehicular Technology Conference
(VTC2023-Spring). IEEE, August 2023, pp. 1- 6.

[6] Y. Dantas, P. E. Iturria-Rivera, H. Zhou, M. Bavand, M.
Elsayed, R. Gaigalas, and M. Erol-Kantarci, “Beam
selection for energy-efficient mmwave network using
advantage actor critic learning,” in IEEE International
Conference on Communications (ICC). IEEE, May, June
2023, pp. 5285 5290.

[7] Narengerile, J. Thompson, P. Patras, and T. Ratnarajah,
“Deep reinforcement learning—based beam training with
energy and spectral efficiency maximisation for
millimetre-wave channels,” EURASIP Journal on Wireless
Communications and Networking, vol. 2022, no. 1, p. 110,
November 2022.

[8] H. Sharma, G. Sharma, N. Kumar et al., “Secrecy
maximization for pico edge users in bg backhaul hwns: A
quantum rl approach,” in 2022 IEEE International
Conference on Advanced Networks and
Telecommunications Systems (ANTS). IEEE, December
2022, pp. 207- 212.



