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¥ 1. PPL 2 Zero-shot A%

PPL PPL
(WikiText-2) (PTB)

Zero—shot

714 (Average)

Dense 10.46 128.01 0.54

SVD 851.48 2512.70 0.31

FWSVD [2] 940.68 1896.48 0.41

Ours 12.67 147.55 0.48

X 2. FLOPs ¢} Speedup
4E v & FLOPs in MHA

Speedup

Dense 1.00x 1.00x

0.05 0.84% 1.09%

0.10 0.69% 1.15%

0.15 0.53% 1.21%
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