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Main Board Giga Computing MS73-HB1-000
CPU 1x Intel® Xeon® Gold 5515+
Mem 4x 32GB DDR4(M393A4KO0EB3-CWETY)
Storage 1x Samsung SSD 990 EVO Plus 1TB (OS)
2x Micron 5200 MTFD 3.84TB (Data)
Power 1x RICA2801A (800W) 8OPLUS PLATINUM
Fan CPU heatsink/fan,
No fan and connectors
System Fan, Power Fan
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Efficiency Score server server
CPU 104 13.2
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