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요 약

3GPP 표준 문서는 방대한 분량과 절·표 중심의 서술로 인해 필요한 수치·조건의 근거를 빠르고 정확하게 찾기 어렵다. 이를 용이하게 하기 위해,
본 논문에서는 RAG(Retrieval-Augmented Generation) 기반 LLM(Large Language Model)을 활용한 3GPP 표준 질의응답 시스템을 구현하였다. 구체
적으로, 오프라인에서는 텍스트 추출·청킹·메타데이터와 함께 규범 태깅과 표 태깅을 부여해 인덱싱하고, 온라인에서는 임베딩 검색과 크로스 인코더
재랭킹 후질의 의도기반가중을 적용하여 컨텍스트를 구성하고 문서ID·릴리즈·페이지·절 인용과함께 한국어답변을생성한다. 동일한 질의들에 대해
범용 LLM과 비교한 결과, 제안 시스템이 더 낮은 응답 시간을 가짐을 보임으로써 우수성을 입증하였다.

Ⅰ. 서 론

3GPP 문서는전세계이동통신의요구사항과평가방법을규정하는공

식규격서로, 릴리즈(release)별로수백페이지에달하는긴분량과절·하위

절중심의서술, 규범 어휘, 그리고파라미터·임계값이표형태로집약되어

있다는구조적특징을가진다. 연구자는특정수치및조건과근거절을빈

번히찾아야하지만, 문서의분량이방대해필요한정보를빠르고정확하게

찾기 어렵다는 한계가 있다.

최근 LLM(Large Language Model)은 트랜스포머 기반의 대규모 사전

학습을 통해 요약, 코드 보조, 질의응답, 추론 등 다양한 작업에서 뛰어난

성능을보이고있다. 이와함께 RAG(Retrieval-Augmented Generation)가

주목받고 있는데, 이는 LLM이 외부 지식원에서 관련 텍스트를 검색해 컨

텍스트로 주입받은 뒤 답변을 생성하는 접근법이다. 3GPP 문서의 참고를

위해범용 LLM을단독으로사용할경우, 긴표준문서에대해서는응답지

연측면이길다는한계를가진다. 최근, 금융·의료등여러분야에서 LLM

과 RAG를 활용한 연구가 활발히 이루어지고 있으나, 통신 표준을 체계적

으로 다루는 방법은 아직 충분히 정립되지 않았다[1]-[3].

따라서, 본 논문에서는 3GPP 표준에특화된 RAG 기반 LLM 질의응답

시스템을제안한다. 핵심은규범어휘가포함된청크에가중치를부여해요

구사항형 질의의 정밀도를 높이고, 수치·비교 질의에 대해 표 우선 검색을

적용해 근거 회수력을 강화하며, 문서ID·릴리즈·페이지·절 단위의 근거를

함께 제시해 신뢰성을 확보하는 것이다.

Ⅱ. 시스템 개요 및 구현

본 장에서는제안시스템의전체 구조와구현을설명한다. 제안 시스템

은 사전 구축형오프라인인덱싱 단계와실시간 응답형온라인 질의 단계

로 이루어진 두 단계 파이프라인이다.

A. 오프라인 인덱싱 단계

오프라인인덱싱단계는표준 PDF를기계가읽을수있는검색단위로

변환해 재사용 가능한 인덱스를 구축하는 과정이다. 우선, 질의응답 시스

템이 근거로 삼는 3GPP 표준 PDF에서 텍스트 레이어를 추출하고, 문서

ID·릴리즈·페이지·절과 같은 위치 정보를 함께 보존한다. 이는 이후 답변

에서출처인용을가능하게하기위함이다. 긴 본문은토큰기준으로분할

해 청크를 만들고, 경계에서 문맥이 끊기는 것을 줄이기 위해 중첩을 둔

다. 본 연구에서는청크 800 토큰, 중첩 120 토큰으로설정하였다. 각 청크

에는 [문서 식별자(doc_id), 릴리즈(release), 페이지(page), 절(clause)] 등

의 메타데이터를 부여해 레코드 형태로 저장한다.

제안 시스템의 핵심은 표준 문서에 특화된 동작을 위한 도메인 태깅이

다. 규범 태깅은 shall/should/requirement/mandatory/define 등 규범 어

휘 빈도를 계산해 normative_score로 저장한다. 청크 분할기는 최대 800

토큰을목표로하되문장경계를보존하므로실제청크길이는수십토큰

변동이 있다. 긴 청크가 유리해지지 않도록, 규범 어휘의 등장 빈도를 청

크길이로나누어 ‘밀집도’ 기반점수로사용하였다. 이점수는 요구사항형

질의에서 근거 절을 위로 끌어올리는 신호로 쓰인다. 표 태깅은 ‘Table n’

캡션, ‘|’ 패턴, 숫자 밀도 등 구조·패턴 단서를이용해 표청크를 식별하고

type="table"로 표시한다. 이는 수치·비교질의에서정답표의회수력을높

이는 데 직접 기여한다. 이렇게 정의된 태그 신호는 온라인 단계의 도메인

부스팅에 그대로 연동되어 답변의 정확도와 근거 회수율을 높인다.

각 청크 텍스트는 임베딩 모델을 통해 고차원 실수 벡터로 변환된다.

의미가 가까운 텍스트일수록 벡터 공간에서 서로 가깝게 배치되므로, 이

후 코사인 유사도 기반 검색이 가능해진다. 마지막으로 임베딩 벡터와 원

문 텍스트·메타데이터를 벡터 데이터베이스에 영구 저장하여, 온라인 질

의 단계에서 저지연 유사도 검색이 이루어지도록 한다.

B. 온라인 질의 단계

온라인 질의 단계는 사용자의 질문에 대해 인덱스에서 관련 근거를 신

속히 회수하고, LLM으로 근거기반 답변을생성하는 과정이다. 사용자가

질문을 입력하면, 질의 문자열을 인덱싱 단계와 동일한 임베딩 모델로 벡

터화하여 쿼리 임베딩을 생성한다. 본 구현에서는 임베딩 모델로

BAAI/bge-small-en-v1.5(384-dim)를 사용하였다. 이후, 쿼리 임베딩과

벡터 데이터베이스에 저장된 청크 임베딩 간 코사인 유사도를 계산해

similarity_top_k개 후보를 회수한다. 회수된 후보는 크로스 인코더 기반

문장쌍 재랭커로 정밀 재점수화하고 도메인 부스팅으로 보정하여 상위

rerank_top_n개만 남긴다. 본 구현의 기본 설정은 similarity_top_k=12,



rerank_top_n=5이며, 이 값은 사용자 인터페이스(UI)에서 조정이 가능하

다.

제안 시스템의핵심은질의 의도에 따라 후보 점수를 도메인 부스팅으

로 보정하는 설계이다. 도메인 부스팅은 재랭크 점수 위에 소폭의 가산을

더하는 방식으로 정의하였다. 부스팅은 재랭크 이후 상위 후보들 사이에

서만 작동하도록 하여, 의미적 관련성이 낮은 청크가 과도하게 상승하는

것을 방지하였다. 규범형 질의에서는 청크의 normative_score에 비례해

가중치를 부여하여 요구사항 절을 우선시한다. 수치·비교형 질의에서는

메타데이터가 type="table"인 청크에 보너스를 부여해 표 기반 수치 정보

의 회수력을 높인다.

최종 선별된 청크는프롬프트 구성기에서 중복 제거·길이 제한·정렬을

거쳐 하나의 컨텍스트로 합쳐진다. LLM은 질문과 이 컨텍스트를 입력으

로 받아 답변을 생성하며, 컨텍스트가 부족한 경우에는 “문서에서 근거를

찾지 못했습니다.”라고 응답하도록 지침을 두어 잘못된 정보를 제공하지

않도록 한다. 그림 1은 오픈소스 Streamlit을 활용하여 구현한 사용자 인

터페이스이다. ‘질의하기’를클릭하면검색→재랭크 →도메인부스팅→

생성이 자동으로 수행된다. 결과화면에는최종 답변, 문서ID·릴리즈·페이

지·절 단위의 출처 인용, 근거 청크 미리보기가 표시되도록 구성하였다.

그림 1. Streamlit 기반 사용자 인터페이스

Ⅲ. 시스템 성능 검증

본 장에서는 제안 시스템과 범용 LLM(ChatGPT)에 동일한 질문 4개

를 제시하여, 답변과 문서ID·릴리즈·페이지·절 인용의 정확성을 확인하고

응답완료시간을비교한다. 성능 평가는 3GPP TR 36.885 (Release 14)와

3GPP TR 38.885 (Release 16)을 대상으로 수행하였다[4],[5]. 질문은

3GPP TR 36.885 관련 2개, 3GPP TR 38.885 관련 2개로 구성했으며, 목

록은 다음과 같다.

(1) 3GPP 표준의 고속도로 시나리오(freeway case)에서 한 도로의 폭

은 몇 m로 설정되어 있는가?

(2) 3GPP 표준의 도시 시나리오(urban case)에서 macro eNB 기지국

간 거리는 어떻게 설정되어 있는가?

(3) 3GPP 표준에서 도시 격자(urban grid) 환경에서 거리가 150 m일

때, 유니캐스트 주기트래픽에 대한 SL 자원할동모드 1(Resource

Allocation mode 1; RA Mode 1)의 성능은 어떠한가?

(4) 3GPP 표준에서 RA Mode 1 시뮬레이션 시 대역폭은 설정값은 무

엇인가?

평가에서의 응답 시간은 UI에서 측정한 질의 버튼 클릭부터답변 표시

까지의 총 소요 시간으로 정의하였다. 표 1은 두 시스템에서 위 4개 질문

에 대해 측정한 응답 시간을 비교한 결과이다. 두 시스템 모두 질문에 올

바른 답변과 문서ID·릴리즈·페이지·절 인용을 제공했지만, 측정 결과 제

안시스템이 범용 LLM 대비더 낮은 지연을 보여응답처리 속도에서우

위를 확인하였다.

IV. 결 론

본 논문에서는 3GPP 표준 문서를 대상으로 한 RAG 기반 LLM을 활

용한 질의응답 시스템을 구현하였다. 표준 문서의 서술 특성을 반영한 도

메인태깅과 도메인부스팅을 결합하여요구사항형·수치형질의의 신뢰도

를높이는방법을 제안하였고, Streamlit 기반 UI를 제공하며실사용 편의

성을 확보하였다. 동일한 4개 질의에 대해 범용 LLM과 비교한 실험에서,

제안 시스템은 보다 낮은 응답 지연을 보이면서도 근거 인용을동반한 응

답을 안정적으로 제공함을 확인하였다. 또한 동일한 청킹·태깅·임베딩·인

덱싱 절차를 유지함으로써 다수의 표준 문서로 손쉽게 확장이 가능하다.
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Response time of the

proposed system

Response time of a

general-purpose LLM

Question 1 3.235 s 42 s

Question 2 3.419 s 55 s

Question 3 4.905 s 1 m 45 s

Question 4 4.862 s 1 m 28 s

표 1. 응답 시간 비교표


