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Response time of a
general-purpose LLM

42 s
55 s
1m4bs
1m 28 s

Response time of the
proposed system

3.235 s
3.419 s
4.905 s
4.862 s
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