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Abstract
Z2] ZF(Knowledge Distillation, KD)¥&= W% WA teacher) & A A& A7FR FAl(student) REE AYsl=
Al 2d Al 7|Holth, 1y AA ojuA] HlolHAE FF AFH(low-quality) MEo] ZgEo] glo], o]E0]
7 A9 Ase A shsAdel EAgTE B AFAE olHd AFH AEFe JFS sty HdE g
G WE FAS TR, ol Wl WA R soft label EEE HASE FZ 91X (quality-aware) A2
57 7IHES Attt ol H8 FEAUE 0 o JMke #e © Bo] ZEE fFEg i(sparse) BEES A5
ghzo]l foldk MEZI oy MES TR, I HARE L3 soft label o EXE AL AH2 Dogs, CUB-

200, MIT67, Stanford40 s =g F+to] H Q39 fine-grained 124 do|HAA FEJom, ALt 7|HS 7|&E

baseline tH] -3 AlsS BT o= 3 soft label X9 Aldd ZAHo| 4 o & F&37 Avtsl AHe
gEAto] o3 93k S EQlsit)
I. A&

A2 Z=F(Knowledge Distillation, KD)¥ #A} Edlo]
7R FEE 323 d sES g Edo] aEHoe=
SEOEE wv WHoR, tggd dd §8& wokdA
g8y Qoh [1]. AT AA dolEAd e gl
gAY AFH MZol E3tHo] glom, o3}
HolH = S/ FgdA A mnde) g5S wha)sh AL
BALS g # dr [2]. B AFdA= ol
TAE slAsty] A8, AEe] FHd uE wAlb REe]
=8 BxE sHoE HASE WHE At o
F3l A mdo] sh5elr] folg HolEd HFIEF
fresta, 2483k o2 REo S FHAisstax)
sk},

o. 2=

WA, 8l4 B Agste] dF 7HEA7 0 o=
FHIEE G5 B RdS AAsiL o] nule
AAA=HA AE9 doliy} 48 F2T F den,
olF T3l 7 AE9 g doluE HUbsh, o] %,

Al 2dlo] soft label X5 AZE =Ho ujg}

o= Ht} F&H 3 (Sharper)
Z o= 2+3}¥(Smoother) ¥ X =



CUB200 MIT67
KD 64.32 61.37
FitNet 65.03 62.34
AT 64.87 62.34
SP 64.09 61.96
VID 64.44 61.44
HKD 64.38 62.31
Ours 65.45 62.81
[3E 1] £ dFelA ALt WHE 835 F5-<9
71¥& KD 7|1 Ee] gt 4% vl
m 2=
2 dAFdaes AA FH O GAHCNA AE FHAES
2% 28 BX 2y WHS AL Aok vHE
AEA WBe P44 9Fe Adeln, o4 wdol
B} AEE ztol & A 4 JEE FGe R
A% A3} fine-grained 14 ©lolE Al AWl A 7]E
W gib] s S glskier, o]& soft label
X xHo] A FRHe a&AY S Eol=
Fad adg A,
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