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[Request] Client -> MinIO Server

GET /sample/?location= HTTP/1.1

Authorization: AWS4-HMAG-SHA256 Credential=admin/20250921/...
X-Amz-Date: 20250921T063923Z

HEAD /sample/ HTTP/1.1
Authorization: AWSA-HMAC-SHA256 Credential=admin/20250921/...
X-Amz-Content-Sha256: e3b0c44298fcTaedd. ..

PUT /sample/payload_sample.json HTTP/1.1
Content-Length: 2855

Content-Type: application/json
X-Amz-Content-Sha266: STREAMING-AWSA. ..
%-Amz-Decoded-Content-Length: 2681

[Response] MinIO Server -> Client
HTTP/1.1 200 OK

Content-Length: 128
X-Amz-Request-Id: 186738EBS439F90A
Server: MinI0

HTTP/1.1 404 Not Found
<Code>ﬂh] ectLockConfigurationNotFoundError</Code>
X Requ

1d: 186738EB844C9A63

HTTP/1.1 200 OK
ETag: "e5387cTbcic314e5cb0ed071a2lcib5e”
Content-Length: 0
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