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요 약

본 논문은 대규모 언어 모델(LLM)의 문장 생성 시 워터마크 삽입 과정에서 삽입 강도()에 따른 비트오류율(BER)과
Perplexity(PPL)의 변화를 실험적으로 분석하였다. 실험 결과, 가 낮을 때는 원하는 비트 은닉이 어려워 BER이
높아졌으며, 를 높이면 BER은 낮아지지만 PPL이 상승하는 경향이 확인되었다. 본 연구는 워터마크 삽입 시 오류를

BER 관점에서 분석함으로써 오류정정부호(ECC) 기반의 워터마크 설계에 대한 기초 정보를 제공하며,
향후 LLM의 워터마크 삽입 문제에 ECC와 같은 정보 이론 기술을 적용해 다양한 연구로 확장될 수 있다.

Ⅰ. 서 론

대규모 언어 모델(Large language model, LLM)의 확산으로 생성물의

출처를 추적하고 악용을 방지하는 문제가 중요한 과제로 대두되고 있다.

[1] 이러한문제를해결하기위해저작권보호와위변조방지를위한기술

의 중요성이 부각되고 있다. 특히, 텍스트 생성 과정에 식별 신호를 삽입

하여 생성물의 출처를 추적할 수 있는 워터마킹 기술이 새로운 대안으로

주목받고 있다.

워크마킹 알고리즘은 기본적으로 인간이 인식하기 어려운 형태의 통계

적 신호를 텍스트 내부에 삽입하고, 이를 알고리즘적으로 검출 가능하도

록 구현한다. [2] 또한, 삽입·삭제·대체 등 다양한 형태의 공격에도워터마

크가 인식될 수 있어야 하며, 이를 위해 높은 수준의 강건성이 요구된다.

[3] 제안된 강건성 확보 기법으로는 워터마크 신호를 오류정정부호(ECC)

로 인코딩하여 삽입·삭제·대체와 같은 변형에도 안정적으로 복원하는 접

근이 제안되었으며(RBC watermark) [4], 패러프레이징 공격에 대응하기

위해 의미(semantic) 단위를 활용하는 워터마크(SemaMark) 기법 또한

제안되었다. [5]

LLM의 출력토큰을하나의비트로간주해오류정정부호패턴을워터

마크로 은닉하는 기술은 다른 단어로 대체하는 등의 공격에 의해 발생한

비트 오류에 적절하게 대응할 수 있다는 장점이있다. 단, 이러한 오류정

정 부호를 활용하기 위해서는 이진 대칭 채널(Binary Symmetric

Channel)로서의 LLM이 생성한 출력 텍스트에대한 오류 확률 검증이 선

행되어야 한다. LLM 출력 토큰 각각의 엔트로피가 낮고 워터마크 삽입

강도()가 낮은 상황일 때 원하는 비트를 은닉할 수 없게 되는데 이는 이
진 대칭 채널에서의 비트오류율(BER)을 높이는 원인이 된다. 이러한 이

유로 삽입 강도를 높이게 되는 경우 Perplexity(PPL)이 증가해 워터마킹

전 생성 문장과 크게 달라질 수 있다. 그러므로 본 연구는 Llama 모델과의 변화에 따른 조건에서 BER, PPL을 계산하고 오류 특성을 분석함으
로써 오류정정부호를 워터마크 은닉에사용하기 위한기본정보를 제공

한다.

Ⅱ. 본론

실험방법

본연구에서는 LLM을 워터마크삽입, 복원 과정에서발생하는 BER 수

준과 오류 패턴을 분석한다. BER 수준 변화 관찰을 위해 워터마킹 삽입

강도를 결정하는 를 조절하고, 생성 문장의 성능 평가를 위한 PPL 연산
을진행하였다. 실험에사용된 100개의 프롬프트는인문, 사회, 과학 등 다

양한 분야의 주제로 구성하여 워터마킹 성능이 주제별 편향 없이 관찰되

도록 설계하였다. 워터마킹은 정확한 BER 측정을 위해 토큰 단위로 인코

딩되고, 디코딩 시에도 워터마킹된 문장을 토큰 단위로 디코딩하여 비트

열을 생성하도록 설계된다. [6] 또한, 주어진 프롬프트에 대해 최대 1024

개의 토큰을 생성하도록 하였다.

워터마킹 및 비트오류율(BER) 측정

- 페이로드 비트열 생성 : 워터마킹을위한 페이로드는길이 의이진 비
트열로구성한다. 본 실험에서는 균등 비율(50:50)을 유지하도록 개의 1
과 개의 0을 생성한 뒤, 시드 기반 셔플로 순서를 무작위화한다.
- 어휘 집합 분할 : 어휘크기를 라 할 때, 사전 지정 비율 γ∈(0,1)에 따
라 어휘를 두 집합으로 분할 한다. 시드를 이용해 특정 순열을 생성하고,

앞쪽 ⌊γV⌋개를 S1(Green)로, 나머지 뒤쪽 V−⌊γV⌋개를 S0(Red)로

지정한다. 이때 단어 집합은 생성 과정 전체에서 변하지 않는다. 또한,

EOS, PAD, BOS 등의 특수 토큰은 S1, S0 집합에서 제외한다.



- 인코딩(로짓가중치주입) : 생성지점 t에서타겟비트​∈가정해
지면, 목표 집합을

     if   greenS otherwise
로 정한다. 언어 모델이출력한 로짓 ∈ℝ에 대해 워터마킹 로짓 보정
을 적용한다.

′   ∈  ∉ 
이후 softmax′로 샘플링과 top-k 선택이 이뤄진다.
- 디코딩(비트 복원) : 생성된 문장에 대해 인코딩과 동일한 S1, S0 집합

으로복원하여비트열을 만든다. 이때, 특수 토큰의경우비트 미정(None)

으로 처리하고 평가 시 오류로 간주한다.

- BER 계산 : 비트오류율은삽입된비트열과모델이복원한비트열간의

불일치율로 정의한다.

BER     ≠ or  None
  minbpayload bdecoded

이때, 전체 비교 길이(L)는 인코딩 시 비트열 길이와 실제 생성된 토큰의

길이중작은것으로한다. BER이 낮을수록모델에삽입된워터마크를디

코딩할 때 비트 오류가 적게 발생했음을 나타낸다.

- PPL 및 통계량 연산 : PPL, 평균 BER, BER 표준 편차를 연산해 워터

마킹 후 생성 문장의 품질 안정성과 BER 변동성을 관측할 수 있도록 설

계하였다.

실험 결과

Table 1. Llama 3.2-1B 모델 결과

Table 2. Llama 3.2-3B 모델 결과

본 연구에서는 Llama 3.2-1B와 Llama 3.2-3B 모델을 대상으로 워터마

킹 삽입 강도 파라미터  의 크기 변화에 따른 워터마킹 복원 가능성과
워터마킹미적용문장과의 차이를 분석했다. 표는 ∈   에대
한 BER과 PPL의 평균값을 요약한 결과이다.가 커짐에 따라 워터마킹 강도가 증가할 때 BER은 감소해 에 의한
워터마킹 강도와 BER 간의 trade-off를 관찰하였다. 또한, 가 커짐으로
써 PPL은 증가하였다. 이러한 경향은 1B와 3B 모델 모두에서 유사하게

나타났다. 이는 강한워터마크삽입이언어모델의확률분포를왜곡해워

터마크 삽입 전 문장과 달라질 가능성이 증가함을 시사한다.

또한, 오류 발생 패턴을 분석한 결과, Special Token Error Rate(SER)

의 비율은 0에 수렴하였다. 이는 문맥상 대체 가능성이 낮은, 즉엔트로피

가 낮은 토큰에서 비트 오류가 주로 발생한다는 것을 의미한다.

본 실험의 결과로부터 ECC를 활용하여 워터마크를 사용할 경우, 가
2일 때 기본 오류율이 높으므로 낮은 부호율을 가지는 ECC를 활용할 수

밖에 없음을 확인할 수 있다. BER이 0.5에 달할 경우 정보이론 관점에서

ECC의 완벽한 복원은 불가능하므로 가 낮은 상황에서는공격자의 간단
한공격에도워터마크복원이어려울수있다. 사용자의공격으로인한오

류수준을 감안할 때 를 5 이상의 값으로 설정하는 것이 ECC 기반의워
터마크를 사용할 때 현실적인 방법이라고 볼 수 있다.

Ⅲ. 결론

본 연구는 워터마크 삽입·복원 과정에서 삽입 강도(δ)에 따른 BER과

PPL의 변화를실험적으로분석하였다. Llama 모델과다양한주제를포함

한프롬프트집합을 활용한실험결과, 가 커질수록 BER은 감소하는 반
면, PPL은 증가하여 생성 문장이 기존 LLM의 확률 분포와 달라질 가능

성이 커지는 현상이 확인되었다. 또한, 비트 오류 발생원인 중 주요 원인

으로 낮은 엔트로피의 토큰에 의한 워터마크 비트의 오류임을 파악하였

다. 이러한결과는 BSC 모델에서의비트오류확률분석과유사한방식으

로 접근한 것으로, LLM 워터마킹에 대한 ECC 적용 가능성을 검증하기

위한 기초정보를제공한다는 점에서 의의를 가진다. 본 연구는 Llama 모

델을 대상으로 수행되었으므로, 향후에는 다양한 LLM을 포함한 비교 연

구가 필요하다. 또한, 워터마킹 방식에 따른 생성 문장 변화와 비트 오류

특성을 종합적으로 분석하고, PPL 외에도 유창성·사실성·인간 평가자 기

반의 추가적인 검증 평가가 요구된다.
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 mean BER SE mean PPL SER

2 0.3644 0.0040 2.2122 0.0020
5 0.0761 0.0042 10.336 0.0016
7 0.0188 0.0013 15.813 0
10 0.0027 0.0003 16.894 0

 mean BER SE mean PPL SER

2 0.3412 0.0031 2.5877 0
5 0.0885 0.0033 9.0581 0.0016
7 0.0240 0.0017 13.981 0.0010
10 0.0028 0.0003 17.118 0.0043


