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요 약

본 연구는 HMDB51 데이터셋에서 선별한 11개 행동 클래스를 대상으로, 전경 분리가 3D 행동 인식 모델 성능에 미치는 영향을 분석하였다. 선정된
클래스는 drink, eat, smoke, talk, pick, smile, laugh, clap, pour, wave, shake_hands로, 일상적 제스처와 상호작용을 포함한다. 원본 데이터셋과
Detectron2 기반 전경분리 데이터셋을 각각 SlowFast 모델에학습및평가한결과, 전경 분리의 적용은전반적으로성능향상으로 이어지지 않았으며,
오히려 배경 단서 등의 소실로 성능 저하가 관찰되었다. 이러한 결과는 전경 분리가 보편적인 성능 개선 기법이 아님을 보여주며, 행동 인식에서 전경
및 배경 단서가 상호보완적으로 작용함을 규명하는 데 의의가 있다.

Ⅰ. 서 론

비디오 기반 인간 행동 인식(HAR, Human Action Recognition)은 지능

형 감시, 인간-컴퓨터 상호작용, 운전자 모니터링 등 다양한 응용에서 핵

심적인 역할을 수행한다. 특히 I3D[1], SlowFast[2]와 같은 딥러닝 기반

모델과 HMDB51[3], UCF101[4] 등 대규모 벤치마크 데이터셋의 발전은

행동 인식 연구를 크게진전시켰다. 그러나, 실제 응용에서는 특정 동작만

필요한 경우가 많으며, 불필요한 클래스와 배경 정보는 오히려 성능 저하

및 학습 혼선을 유발할 수 있다.

이에 본 연구에서는 HMDB51 벤치마크 데이터 셋의 51개 클래스 중 고

정된 움직임을 포함하며 운전자 및 작업자 모니터링 응용에 적합한 11개

클래스를 선별하였다. 또한, Detectron2[5] 기반 전경 분리(마스크)를 적

용하여배경제거가행동인식성능에미치는영향을검증하였다. 실험 결

과, 전경 분리 데이터셋은원본 대비 정확도가 전반적으로낮았으며, 이는

전경분리가보편적성능향상전략이아님을시사하며, 클래스특성에따

른 선택적 활용이 필요함을 보여준다.

Ⅱ. 본론

2.1 클래스 서브셋

본 연구에서는 HMDB51의 51개 행동 클래스 중 실제 생활 맥락과 연관

성이 높은 eat, drink, smile, laugh, talk, smoke, clap, wave,

shake_hands, pick, pour의 11개 클래스를 선별하여 서브셋을 구축하였

다. 각 클래스는훈련 세트 70개, 테스트세트 30개로 구성되며, 전체 데이

터셋은 훈련 770개, 테스트 330개로 재편성하였다.

2.2 전경 분리 및 행동 인식 아키텍쳐

사람 중심의 동작 인식을위해 Detectron2의 Mask R-CNN[6]을 적용하

였다. 각 프레임에서 사람 객체를 검출하여 전경 분리 영상을 생성하고,

배경 영역을제거함으로써전경중심의 데이터셋을 구축하였다. 결과적으

로, 동일한비디오에대해원본 데이터셋과전경분리 데이터셋의두 버전

을생성하였다. 또한, 행동 인식 모델로 SlowFast 네트워크를 사용하였다.

SlowFast는 저주파 공간 특징을 학습하는 Slow pathway와 고주파 시간

특징을 학습하는 Fast pathway로 구성된 3D CNN 구조이다. 본 연구에

서는 PyTorch Video[7]에서 제공하는 사전 학습된 모델을 사용하였다.

RGB 비디오 클립을 16×8 프레임을 입력으로 사용하였으며, 모든 실험에

서 동일한 하이퍼파라미터를 적용하여 전경 분리에 따른 성능 차이를 공

정하게 비교하였다.

III. 실험 및 결과

3.1 학습 설정

모델 학습은 SGD 옵티마이저와 dropout=0.5를 적용하여 30 epoch 동안

수행하였다. 배치 크기는 2로 고정하였다. 평가에는 test set을 사용하였으

며, 지표는 Top-1 및 Top-5 정확도와 클래스별 정확도로설정하였다. 실

험은 원본 영상과 전경 분리 영상 간의 IoU를산출하여 전경 분리 효과를

정량적으로 검증하고, 두 데이터셋을 각각 학습 및 평가하여 전경 분리가

행동 인식 성능에 미치는 영향을 분석하였다. 마지막으로, 클래스별 정확

도를 비교하여 클래스 특성에 따른 성능 변화를 고찰하였다.

모든 실험은 Ubuntu 20.04 환경에서 Python 3.7, CUDA 11.1, PyTorch

1.8.0을, 하드웨어는 단일 NVIDIA TITAN RTX GPU를 사용하였다.

3.2 실험 결과

본연구는 원본과전경 분리영상의영역일치도를 IoU 지표로산출하여

배경 제거가 동작 정보 보존에 미치는 영향을 검증하였다. IoU는 모델 성

능과 직접 연관되지는 않지만, 전경 분리의 적절성을 평가하는 지표로 활

용될수있다. 그림 1은 11개 클래스의원본(녹색)과 전경 분리(빨간색) 각

각의 바운딩 박스에 대한 IoU 예시를, 그림 2는 클래스별 평균 IoU 결과

를 제시한다. Smile, smoke, talk, laugh는 0.8 이상으로 안정적이었으나,

drink, eat, pour는 소도구 소실로 인해 낮은 값을 기록하였다.

Shake_hands는 다중 인물검출문제로가장 낮은결과를보였다. 이는 전

경 분리가 일부 클래스에서는 효과적이나, 특정 상황에서는 오히려 핵심

정보 손실을 초래할 수 있음을 시사한다.



(가) clap (나) drink (다) eat (라) laugh

(마) pick (바) pour (사) shake_hand (아) smile

(자) smoke (차) talk (카) wave

그림 1. 클래스 별 전경 분리 영상과 원본 영상의 IoU

그림 2. 클래스별 평균 IoU

표 1은 원본과 전경 분리 데이터셋의 성능을 비교한 결과로, 원본은

Top-1 정확도 실험 2에서 88.18%, 전경 분리 데이터 셋은 실험 5에서

80.91%로 성능이 낮았다. 이는 배경 제거로 인해 행동 구분에 필요한 맥

락적 단서가 손실된 결과로 해석되며, 단순히 전경만을 활용할 경우 행동

인식에 필요한 맥락적 단서가 제거되어 동작 구분이 어려워질 수 있음을

의미한다.

표 1. Top-1 정확도(%)

No. Dataset Class LR WD Top-1 Top-5
1 Original 51 1e-3 5e-4 77.10 95.28
2 Original 11 1e-3 5e-4 88.18 99.09
3 Original 11 1e-4 5e-4 75.15 97.27
4 Original 11 1e-3 1e-5 86.97 98.48
5 Mask 11 1e-3 5e-4 80.91 96.67

그림 3. Original과 Mask 영상의 학습 손실과 체크포인트 테스트 결과

그림 3과 그림 4는 각각 실험 2와 5에서의 학습 손실 및 checkpoint별

Top-1 정확도와 원본과 전경 분리된 영상에 대한 클래스별 정확도 변화

를 나타낸다. 원본 데이터셋은 전경 분리보다 안정적으로 높은 성능을 보

였으며, pick, shake_hands, smoke는 성능 차이가 없었으나, 다른 클래스

들은 배경 단서 손실과 마스킹 오류 등으로 인해 성능이 저하되었다.

그림 4. 원본과 전경 분리 영상의 클래스별 Top-1 정확도

IV. 결론

연구는 HMDB51 데이터셋에서 선별한 11개 클래스를대상으로, 원본 영

상과 전경 분리 영상을 SlowFast 모델로 학습 및 평가하였다. HMDB51

은 talk, laugh, smile 등 미묘한 표정 및 제스처 중심의 클래스가 다수 포

함되어 있어, 본질적으로 클래스 간구분이어려운데이터셋이다. 실험 결

과, 전경 분리 데이터셋은 배경 정보 손실로 인해 원본 대비 낮은 성능을

보였다. 이는 행동 인식에서 전경과 배경이 상호보완적으로 작용함을 보

여주며, 특히 HMDB51과 같이 시각적 유사성이 높은 클래스들에서는 단

순 전경 분리만으로는 충분한 구분력을 확보하기 어렵다는 점을 시사한

다. 따라서 향후 연구에서는 시간적 마스크 스무딩, 멀티모달 융합 등 전

경과 배경 단서를 효과적으로 결합하는 전략이 요구된다.
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