A UMENT B4 A 9 DQN 7| A5 2355
oz, Ao, o) g

o H

w5 ) gh o) ot

™
e
-

jveoj251@gmail.com, hrjang713@gmail.com, *sangkeum@hanbat.ac.kr

A Study on DQN-Based Intelligent Routing Policy in Industrial Networks

Yeojin Jang, Harin Jang, Sangkeum Lee*
*Hanbat National University

oF
QF

ko

B =R AANAY SHHAS A g78tE A UEY A A QoS(Quality of Service) A5S aAHA7]7]
?8l DQN(Deep Q-Network) 7I¥k 53 @99 G Akaich A UESAE 5543 Edfy 2= <8 F3t
wHgolu BE BA Al QoS AEAA, AF EAE, F AHE)7F dstEe EA7F SAETE ArE DQN ColAEE
HESH A FLE] Els

FEHGH S, 93 &% 9)E ¢
o

2 qo) ARE AUHES g5av A, B3, A% S8 w0
A S 53 ) 4 B
4

A3, DQN 79k 2" 7] g A= A oiE] A4,

[e)

A, T ARE WA S5 45 otk olF Bl ARSI el AvkE BEe s e FHE A
A A19] ohs Aol mAeln G AN AL AAa T & Des el

1. 48 =3

A EYAE AvtE AED, oux e AlxE = =
TS TASE 94 czgtEA doly A%
AN FAAE A6 mAsor drh. ey A4 e &3
A= EYY B3 W, H3 Ao, v2E(burst) — = = o
Efgy 72 9oz A A, &45, 7 Hol
59 QoS(Quality of Service) AiEE <HgHo= = =2 = =
FAE7] oldn 71EY Ay A= 79 @$dolu
geize mee Aw 4z Jge add A e , ,
o ES R E TR oF W3} sl= HEL T A}F3}o| ™ End Devices End Devices End Devices End Devices
é—_i}XJ O i EH%S]_7] 0—1631:}‘1_; 6‘]_74]_% 7}}]1:}—[1] (PC, PLC, Sensor) (PC, PLC, Sensor) (PC, PLC, Sensor) (PC, PLC, Sensor)

- = H i = L _—lm HE<° 3 Z =%

B owmRaAL EHe g uEND BAdA Fa oL e see
QoS A EE oAHow nAE7] Yd DQN  7)uk AA A MEYaE a9 13 go]l vekd gnt
A%y #Ged AHAS et ol 93 B4 |40z A4 238 F22 7M. oHE e
MEND 848 FHekn Sa% Sa 27k 93 gl 54 $2 A= dA e WHe waw 4 v

T USR ARM 4ee 2@ Adse gds
71%e] Ak A Z(SP, Shortest Path) % 9% ko &
2o+ 7 2(SP-cap, Shortest Path with Capacity—-Aware) =

A%} wlastel 8 QoS ARE Jlzem Aee  JIE Hd AR 2 gelE g A 4T 299

A71ath A8S B3 DQNDeep Q-Network) 43S 718e wadsh @y Zudd felshdw, 37

A9 PN 1y e W ol ebgyat  WEE AAom NSH Rsmm ERF gl

ANAE FAG FRT 5 e welFTh A3} &A%l F7HaTh webd DAN 7w Zsets
olAES Hgste] VENL Felo] met BHow
A2E AUHES shu, o2 Fal AAMYT AL

. & Aol B4E 5 A AEe

1. A=

B4s sl egEkeE A 2.DQN 7|3t 53 299 o|HE 24
zr

GEAAAE AN WIS P A SAART  pove qoeamingdl UE AAEoE Aol
Real-Time traffic)®} A4t 23 A53 22 v]AA3E Bas YESYT )‘LEHOHH—I— Fedoz d&d 5 9=
EYH(NRT, Non-Real-Time traffic)o] 37 &A1) 73alet 7lolth[2]. B AT s 7 wrto] gAw
2k dlolHE dubdor FA~Fw blolE F7]9 AEJ YEID AHS 7|do o Fo
- e - = - - — DQN Oﬂ ]\_———7}‘ 1]———‘41 EHE 7]1__———i T;]—U H =
ARl § Welx Fovie dgs, odd S8R enon yegn. Qlearning®] 1% QUOE e

A g4 EdE i S 54 Rk dHE thow 7o}
Ae zad QoS AEsk FA3 ks 4 vk |



Q(spar) < Q(spap) + afry + ymax Q(§t+1'a, ) — Q(star)]

9 FAolA 5= AEl(state), a,= BE(action), ra=
B(reward), av T%E, y© ZUES oujdyg. o
T2 de]HET dA A Aes g5 JAE
B wg 7k FAA ] upel FAHo R ABAE=
A ot}

L(®) = E[(r, + ymaxQ(ss1,a ;67) — Q(st, a3 6))]

a
AeE AFBen A

DQN-2 Q-learning®]

dal £ FrE Aewn. &4 gt 4d%ol
5% @A Qs wA ¥ B2 JEQAE 9
A BE Qatel Aole Hades wow
Folith, 9 FAelA or AAwe SulE, -
B2 WENze] SehiEeld. B2l dEAE 94
Folue AAge] AFAS HAGd o2 Ea oy
B4 wibe WAS T HAH S g,

1. = (—=0.1) + (0.5 x (q(u,v))?) + (20 x 1[deliver])
+ (=20 x 1[drop])

T A UEYIS] EAS wrger] fa A,
=3, AFAQA AY, #H &45 nEeE BAY s
AAgt § FAA quv)E =5 ud
vE Fete F39 F HAFES dviey 1012 T
xo] TS o 1& wikele= AA| gdgrolt). ol &
3 dolMEE wed AdE EFolil B
slgstaA 2 Ad ATES
s,

3. 434 &4 % H% #H7t

)2} v k
S = 150
¥ A= Aol 2000 steps
Ay F =27 30
23 78 £% 15
HE ¥39 &3 1
AE Ao 1 step (A4, 30 steps (H =)

Eqy WA B Poisson (\)

A = {10, 20, 30, 40, 50}

855 (a) le-4
qoE (y) 0.98
Hj x| 7] 128

wl 20 steps
1. Aol vy dAF

Ao AEYeldE 30 == JAE
EZ2XdA JydHEdg. FJerEHE ® 19 o=
AAsR o™ 500 stepstitt FAHE dEE BA
Pl EA HLS FEAA HE d4e fLIg

Q2 Ao 43 e
DQN slo]dEE: vE DY AHF A
ga

[e]
-
olf Tl APHlAM WAL & = EQE HFy
=

_%.
T
B dewel A v F2 AdHEE

-
Ach. e F 1507 o|va= Bek AgHn
TYYE A3 B MEGAE v 20 stepsvitt

o, o (0 o

o 1% > xfy ofy
e

ol ¢48u¥ DQN doldES Ades HEFAY
-8 "k2ol SP9} SP-caps MluTo® AAst]
Frpstch Al 7HA S BE AlEdolMe H Hat
Al Az w2l 4%, 5T dolehs A Qos AEE
S5t AFAow vl F4 %

(a) Latency vs. Load

(b) Loss Rate vs. Load

Average Latency (steps)
Packet Loss Rate (%)
=

4 »‘__ﬂ_____.___’_——‘
0.00

10 15 20 25 30 35 40 45 50
Offered Load (A, packets/step)

10 15 20 25 30 35 40 45 50
Offered Load (A, packets/step)

(c) Queue Length vs. Load
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