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LLM 2d promptl | prompt2 | prompt3
QwenZ.5-VL-7B-Instruct | 0.5625 0.597 0.5625
+ Gemma-3-4B-it 0.5177 0.5524 0.5941

+Gemma-3-12B-it 0.6072 0.608 0.594

+Gemma-3-27B-it 0.6072 0.6142 0.5918

+Llama-3.1-8B-Instruct | 0.5979 0.608 0.456

VideoLLaMA3-7B 0.5902 0.557 0.510

+ Gemma-3-4B-it 0.5787 0.5501 0.439

+Gemma-3-12B-it 0.6288 0.6157 0.5671
+Gemma-3-27B-it 0.6419 0.6350 0.6161
+Llama-3.1-8B-Instruct | 0.6057 0.5709 0.5162
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LLM 2d promptl | prompt2 | prompt3
Qwen2.5-VL-7B-Instruct 0.5522 0.5391 0.5574
+Gemma-3-27B-it 0.6003 0.5941 0.5848
VideoLLaMA3-7B 0.5532 0.4809 0.4986
+Gemma-3-27B-it 0.6172 0.6090 0.6111
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