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요 약

본 논문에서는 다성 (polyphonic) 환경에서의 사운드 이벤트 검출을 위해 상태 공간 모델 Mamba를 활용한 이중 브랜치
구조를 제안한다. 제안 모델은 멜-스펙트로그램을 입력 받아 CNN으로 특징을 추출한 뒤, 이를 BiGRU와 Mamba 브랜치에
각각 병렬로 전달하고 두 브랜치의 출력을 더하여 이벤트 간의 상관관계와 시간적 변화를 효과적으로 반영한다. 실험 결과,
제안 모델은 기존 모델 대비 파라미터 수가 소폭 증가했지만 ER 성능과 F1-score 성능이 모두 향상되었다.

Ⅰ. 서 론

사운드 이벤트 검출 (Sound Event Detection, SED)은 다양한 환경에서

발생하는 사운드 이벤트의 종류와 시점을 식별하는 과제로, 스마트시티,

보안, 상황인지 시스템 등 여러 분야에서 활용되고 있다 [1]. 최근에는

CRNN 기반모델들이 높은성능을보이고있으며, 이를 변형한다양한구

조도 제안되었다 [2–3]. 그럼에도 불구하고, 다성 (polyphonic) 환경에서

동시에 발생하는 사운드 이벤트는 여전히 개별 이벤트 검출 성능을 낮추

는 주요 요인으로 남아있다.

이러한 문제를 해결하기 위한 방법으로 오디오 소스 분리 기반 SED 연

구가 활발히 진행되고 있으며, 특히 텍스트 쿼리에 따라 사운드 이벤트를

분리할 수 있는 언어 쿼리 기반 오디오 소스 분리 (Language-Queried

Audio Source Separation, LASS) 모델이 주목받고 있다 [4]. LASS와

Convolutional Recurrent Neural Network (CRNN)을 결합한 프레임워크

[5]는 다성 환경에서도 높은 검출 성능을 보여주었지만, 단순한 CRNN 구

조가 다성환경의 이벤트별 상관관계와복잡한 시간적변화를 충분히반

영하지 못한다는 한계가 존재한다. 본 논문에서는 이러한 한계를 해결하

고자 Mamba를 활용한 이중 브랜치 구조를 제안하며, 실험을 통해 기존

모델보다 우수한 성능을 달성함을 확인하였다.

Ⅱ. 본론

본 논문에서는 사전 학습된 LASS 모델을 사용하여 여러 이벤트가 혼합

된 오디오로부터 11개 클래스의 멜-스펙트로그램을 추출하였다. 이렇게

얻은 스펙트로그램은 제안하는 이중 브랜치 구조의 입력으로 사용되며,

각 시간 프레임에서 발생하는 이벤트를 검출하는 데 활용된다. LASS 모

델은 1069시간 규모의 오디오–텍스트 페어 데이터셋으로 학습되었으며,

텍스트 쿼리에 따라 특정 이벤트 신호를 분리할 수 있다.

제안 모델은 기존 CRNN 기반 검출 모델의 한계를 보완하기 위해 상태

공간모델(State Space Model, SSM)인 Mamba를 활용한이중브랜치구

조로 설계하였다. 먼저, 입력된 멜-스펙트로그램에 3층 합성곱 블록을 적

용하여 특징을 추출하였다. 시간 정보를 보존하기 위해 풀링은 주파수 축

에만 적용하였으며, 크기는 차례로 5, 2, 2를 사용하였다. 이후 추출된 특

징은 이벤트 간 상관관계와 시간적 변화를 학습하기 위해 두 개의 병렬

브랜치에 입력하였다. 첫 번째 브랜치는 시간적 맥락을 학습하기 위해

BiGRU를 사용하였다. BiGRU는 과거와 미래 정보를 모두 반영할 수 있

지만, RNN 계열 특성상순차적으로계산되어긴 시퀀스를 효율적으로 처

리하기어렵다. 이러한한계를보완하기 위해두번째브랜치에는상태공

간 모델 Mamba를 적용하였다. Mamba는 선형 복잡도로 동작하며 병렬

처리가 가능해 긴 시퀀스를 효율적으로 처리하고, 복잡한 다성 환경에서

도특징을안정적으로학습할수있다. 이후두브랜치의출력을합산하여

선형층에전달하고, 출력된이벤트발생확률을기반으로각시간프레임

마다의 이벤트 발생 여부를 검출하였다. 제안 모델의 전체 구조는 그림 1

에 나타나 있다.

실험에는 실제 다성 환경을 반영하고 있는 MAESTRO-Real 데이터셋

[6]을 사용하였다. 이는 카페, 도심, 지하철역 등 5가지 장소에서 녹음된

오디오로 구성되며 총 11개 이벤트 클래스를 포함하고 있다. 우리는 사전

학습된 LASS 모델을 통해 클래스별 사운드 이벤트를 분리하고, 각 분리

신호로부터 64차원의 멜-스펙트로그램을 추출하였다. 이 과정을 통해 얻

은 분리된 멜-스펙트로그램 특징을 제안하는 검출 모델에 입력하여 학습

과 평가를 진행하였다.

학습과 평가는 5-fold 교차검증 방식으로 진행하였다. 전체 데이터를 다

섯 부분으로 나눈 뒤, 각 단계에서 네 부분은 학습에, 한 부분은 검증에

사용하였다. 이 과정을 다섯 번 반복하여 모든 데이터가 검증에 한 번씩

포함되도록 하였으며, 최종 성능은 다섯 번의 평균으로 계산하였다. 이를

통해 데이터 편향을 줄이고 모델의 일반화 성능을 안정적으로 평가할 수

있었다. 학습 과정에서는 Adam 옵티마이저를 사용하였으며 초기 학습률

은 0.001로 설정하였다. 또한 배치 크기는 32로 두었고, 과적합을 방지하

기 위해 dropout 비율을 0.2로 적용하였다.



본 논문에서는 성능 평가 지표로 Micro-average Error Rate (ER)와

Macro-average F1-score를 사용하였다. ER은 실제 발생한 이벤트를 검

출하지 못한 경우와 존재하지 않는 이벤트를 잘못 검출한 경우를 모두고

려하여모델의이벤트검출성능을평가한다. 이는 모든클래스의예측결

과를 통합해 계산하는 micro-average 방식으로 계산되며, 값이 낮을수록

검출의 안정성과신뢰도가 높음을의미한다. F1-score는 정밀도와 재현율

의 조화평균으로 정의되며, 실제 이벤트가 발생했을 때 이를 얼마나 정확

하고 빠짐없이 검출했는지를 평가한다. 클래스 불균형의 영향을 줄이기

위해각 클래스의 F1-score를평균하는 macro-average 방식을적용하였

다. SED에서는 이벤트 클래스마다 발생 빈도와 지속 시간이 달라, 단일

임계값으로 출력 확률을 이진 판정할 경우 일부 클래스의 성능이 왜곡되

는 문제가 발생한다. 이를 보완하기 위해 F1-score를 계산하는 과정에서

기존 연구 [5]를 따라 클래스별 최적 임계값을 적용하고, 각 이벤트의 검

출확률분포를기반으로기준값을조정하였다. 이러한절차를통해클래

스불균형을완화하고, 다성 환경에서도개별이벤트검출결과를보다신

뢰성 있게 평가할 수 있다.

실험 결과, 제안 모델은 ER 0.413과 F1-score 51.62를 달성하여 기존 모

델 [5]의 ER 0.425와 F1-score 50.97 보다 개선된성능을 보였다. 제안 모

델은 기존 모델 대비 파라미터 수가 소폭 증가하였지만, ER 성능과

F1-score 성능이 모두 향상되었다. 이에 대한 자세한 결과는 표 1에 제시

되어 있다.

Model 기존 모델 [5] 제안 모델
ER 0.425 0.413

F1-score 50.97 51.62
파라미터 수 4,175,435 4,513,355

표 1. 기존 모델과 제안 모델의 사운드 이벤트 검출 성능 및 복잡도 비교

Ⅲ. 결론

본 논문에서는 다성 환경에서의 사운드 이벤트 검출 성능을 향상시키기

위해 상태 공간 모델 Mamba를 활용한 이중 브랜치 구조를 제안하였다.

제안 모델은 사전 학습된 LASS 모델을 사용하여 이벤트별 음성을 분리

한뒤, 분리된멜-스펙트로그램을 입력으로받아 CNN으로특징을 추출한

다. 이후이특징을 BiGRU와 Mamba 브랜치에서병렬로 처리하고, 두 출

력을 결합하여 시간적 정보와 특징 표현을 동시에 학습하였다. 실험 결과,

제안 모델은 기존 모델 대비 파라미터 수가 소폭 증가했지만 ER 성능과

F1-score 성능이 모두향상되었다. 향후에는사전 학습된오디오–텍스트

모델 LASS를 이벤트별 쿼리와 실제 소음 환경 데이터에 맞게 미세 조정

하고, 이를 제안모델과공동학습방식으로결합하여정밀한검출성능을

강화하고 실제 환경에서도 강건한 일반화 능력을 확보하고자 한다.
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그림 1. 제안하는 사운드 이벤트 검출 모델 구조


