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요 약  
본 연구는 확산 모델을 활용하여 도메인 특화 합성 데이터셋을 생성하는 자동화 파이프라인을 제시하며, 이를 통해 사전 

학습 모델과 실제 배포 환경 간의 분포 변화 문제를 해결한다. 제안하는 프레임워크는 먼저 제어된 인페인팅을 통해 

도메인 특화 배경 내에 목표 객체를 합성한다. 생성된 출력물은 객체 탐지, 미적 평가, 그리고 비전-언어 정렬을 통합한 

다중 모델 평가를 통해 검증된다. 본 파이프라인은 광범위한 실제 데이터 수집에 대한 의존도를 줄이면서 고품질의 배포 

가능한 데이터셋을 효율적으로 구축할 수 있도록 한다. 

 

Ⅰ. 서 론  

딥러닝의 급속한 발전과 함께 대규모 데이터셋과 이에 

대응하는 사전 학습 모델이 광범위하게 활용 가능해졌다. 

그러나 공개 코퍼스 기반 사전 학습 모델은 학습 

데이터와 실제 배포 환경 간의 분포 불일치로 인해 성능 

저하를 겪는 경우가 빈번하다. 공개 벤치마크가 특정 

지리적 환경, 비정형적 촬영 시점, 특수 객체 범주 등 

도메인 특화 요소를 충분히 반영하지 못하기 때문에 

사전 학습 모델의 직접적인 전이 가능성은 제한적이다. 

더욱이 이러한 도메인 특화 데이터 (특정 장소, 비정형 

카메라 각도, 특수 객체 등) 수집은 범용 데이터셋 

구축에 비해 월등히 복잡하며, 수집, 큐레이션, 주석 

작업에 상당한 비용을 요구한다. 

기존 연구들은 이러한 문제를 해결하기 위해 크게 세 

가지 방향에서 접근해왔다. 첫째, 도메인 적응 기법은 

특징 분포 정렬이나 도메인 불변 표현 학습을 통해 

소스-타겟 분포 격차를 완화한다. 둘째, few-shot 미세 

조정 방법은 소량의 라벨링된 타겟 샘플을 활용하여 

사전 학습 모델을 특정 환경에 적응시킨다. 셋째, 확산 

기반 생성 모델은 희귀한 장면, 시점, 객체 범주를 

포함하는 타겟 정렬 데이터셋을 합성하여 기존 코퍼스를 

증강한다. 

최근 확산 모델의 발전은 합성 데이터셋 구축 비용을 

획기적으로 절감하였으며, 생성된 합성 데이터는 공개 

벤치마크 강화에 적극 활용되고 있다. 본 연구는 이러한 

확산 기반 생성 모델링의 흐름 속에서, 수집이 어려운 

시점과 객체 범주의 이미지를 합성하고 이를 고품질 

데이터셋으로 전환하는 자동화된 큐레이션 파이프라인 

개발을 목표로 한다. 

제안하는 방법론은 사용자 지정 시점과 타겟 객체를 

기반으로 확산 생성기를 통해 후보 이미지를 생성하며, 

이후 텍스트-이미지 정렬 검증 과정을 거친다. 확산 

모델이 종종 입력 프롬프트에서 벗어난 객체를 합성하는 

고질적 한계를 극복하기 위해, VLM 이 생성한 이미지 

캡션과 원본 프롬프트를 비교하여 정렬도를 평가한다. 

이러한 필터링을 통해 프롬프트 불일치 이미지를 

제거하고 의도된 시점 및 객체 범주에 부합하는 합성 

샘플만을 선별함으로써, 실제 데이터 수집의 높은 비용 

부담 없이 타겟 환경에 최적화된 합성 데이터셋을 

효율적으로 구축한다. 

 

Ⅱ. 본론  

본 파이프라인은 도메인 특화 배경 이미지와 타겟 

객체라는 두 가지 핵심 입력을 기반으로 작동한다. 

도메인 특화 배경은 지하 주차장, 엘리베이터 CCTV 

화면, 홈 보안 카메라 영상과 같이 수집이 본질적으로 

제한적이거나 특정 위치에 종속된 장면을 의미한다. 이는 

실제 배포 환경의 시각적 맥락을 반영하므로 데이터셋 

구축의 출발점이 되지만, 획득 가능한 샘플 수는 

제한적일 수밖에 없다. 타겟 객체는 해당 도메인 내에서 

합성되어야 할 대상으로, 일반적으로는 흔하게 

관찰되지만 공개 데이터셋에서는 특정 장면과의 

자연스러운 조합이 희소한 경우를 다룬다. 예를 들어 

화재가 발생한 지하 주차장, 엘리베이터 내부의 개, 홈 

보안 영상 속 로봇 청소기 등이 이에 해당한다. 

이미지 생성 단계에서는 Stable Diffusion, Midjourney, 

FLUX 와 같은 최신 확산 기반 생성기[1-2]를 활용하여 

도메인 배경에 타겟 객체를 삽입한다. 먼저 도메인 

장면과 타겟 객체를 명시하는 프롬프트 𝑃를 정의하며, 

이를 기반으로 사용자 정의 관심 영역(ROI) 내에서 

인페인팅을 수행한다. 마스크는 ROI 내에서 무작위로 

샘플링되며, 그 크기는 사용자가 지정한 객체의 예상 

크기를 반영한다. 그림 2 

생성된 이미지의 품질을 보장하기 위해 객체 

탐지기[3], 미적 평가 모델[4], 비전-언어 

모델(VLM)[5]로 구성된 삼중 검증 프로토콜을 적용한다. 

객체 탐지기는 타겟 클래스에 대한 신뢰도 𝑆𝑑𝑒𝑡와 바운딩 

박스 𝐵𝑑𝑒𝑡를 출력하며, 𝐵𝑑𝑒𝑡와 인페인팅 마스크 영역 M 

간의 IoU 를 계산하여 공간적 정확성을 확인한다. 높은 

IoU 값은 합성 객체가 의도된 위치와 크기 범위 내에 

적절히 배치되었음을 의미한다. 미적 평가 모델은 

𝑆𝑎𝑒𝑠 점수를 통해 이미지의 전반적인 시각적 완성도와 

지각적 품질을 측정하며, 이는 탐지기의 신뢰도를 

보완하는 독립적 품질 지표로 기능한다. VLM 은 

프롬프트-이미지 정렬을 검증하는 역할을 담당한다.  



 

생성된 이미지가 주어지면 VLM 은 이미지 전체를 

서술하는 캡션 𝐶 를 생성하고, 문장 임베딩 𝜙(∙) 를 

사용하여 원본 프롬프트 𝑃와의 다음의 코사인 유사도를 

계산한다. 

 

𝑆𝑣𝑙𝑚 = cos(𝜙(𝐶), 𝜙(𝑃)) (1) 

 

이러한 세 가지 모델의 통합적 활용을 통해 합성 

이미지가 의도된 도메인 맥락에서 타겟 객체를 충실하게 

표현하는지 체계적으로 평가하고 타겟 환경에 적합한 

고품질 합성 데이터셋을 구축한다. 최종적으로 자동 

필터링을 통과한 이미지는 주석자의 수동 검수를 거쳐 

데이터셋 포함 여부가 결정된다.  

Ⅲ. 실험 설정  

본 연구에서 다룬 사례 연구(엘리베이터 내 개 생성 

시나리오)에서는 다음의 임계값을 적용하였다. 탐지기 

신뢰도 𝑆𝑑𝑒𝑡  > 0.75, 미적 점수 𝑆𝑎𝑒𝑠  > 5, 공간적 충실도 

IoU(𝐵𝑑𝑒𝑡 , M) > 0.8, VLM 정렬도 𝑆𝑣𝑙𝑚  > 0.8. 이러한 

임계값은 사용되는 사전 학습 모델의 선택에 따라 조정 

가능하며, 특정 도메인의 요구사항에 맞춰 최적화될 수 

있다. 

그림 1, 2는 제안된 파이프라인 및 이를 통해 필터링된 

이미지와 합성 결과를 나타낸다. 그림 2(a)는 제안된 

파이프라인에 의해 제외된 부적합한 이미지를 보여주며, 

그림 2(b)는 도메인 특화 배경에 타겟 객체가 

자연스럽게 합성된 결과를 나타낸다.  

IV. 결론  

본 연구는 도메인 특화 데이터셋 생성 및 자동화 

큐레이션을 위한 확산 기반 파이프라인을 제시하였다. 본 

프레임워크는 객체 탐지기, 미적 평가기, 그리고 

프롬프트-이미지 정렬을 위한 비전-언어 모델을 

통합한다. 이러한 구성요소들의 결합을 통해 본 접근법은 

체계적인 필터링을 통해 생성된 데이터셋의 품질을 

보장하면서 도메인 특화 학습 데이터 획득의 비용과 

복잡성을 감소시킨다. 
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그림 1. 제안하는 확산 기반 데이터셋 생성 및 자동 큐레이션 파이프라인 개요 

그림 2. (a) 낮은 탐지 및 미적 점수로 인해 객체 합성에 실패한 이미지, (b) 도메인 특화 배경 내에서 타겟 객체 합

성을 성공적으로 수행하여 통과한 성공 이미지 

 


