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요 약  

 
수중 환경에서 자율무인잠수정(AUV; Autonomous Underwater Vehicle) 위치 추정은 고가의 DVL(Doppler Velocity 

Log), USBL 등의 센서를 이용한다. 본 논문은 비교적 저렴한 관성측정장치(IMU)와 수중 음향 통신 과정에서 획득 가능한 

거리 정보 만을 활용하여 AUV 의 대략적인 위치를 추정하는 AI 기반 멀티모달 센싱 방법을 제안한다. 시뮬레이션 기반 

실험에서 제안한 방식은 IMU 데이터의 계산만을 이용한 방식 대비 평균 위치 오차를 약 80% 개선하는 성능을 보여준다.  

 

Ⅰ. 서 론  

수중 무인잠수정(AUV)는 해양 탐사, 감시 및 정찰 등 

다양한 임무를 수행하고 있다. 그러나 수중 환경에서 

GPS 를 사용할 수 없고, 음향 채널은 낮은 대역폭과 긴 

전파 지연, 높은 비트 오류율을 보여 항법 및 위치 

추정이 본질적으로 어렵다[1]. 보편적으로 활용되는 

DVL, USBL 과 같은 센서는 높은 비용과 전력을 

요구하여 경량 AUV 의 운용에는 큰 부담이 된다. 본 

연구는 비교적 저가인 IMU 만을 기본 센서로 사용하며, 

선박과 수중 음향 통신 과정에서 얻는 거리(range) 

정보를 추가적으로 활용하여 AUV 의 대략적 위치를 

지속적으로 추정하는 방식을 제안한다. 그림 1 은 

AUV 가 정해진 구역에서 탐색 및 정찰을 수행하며, 

선박에서 IMU 시계열 데이터와 음향 통신 과정에서 

얻은 거리 정보를 멀티모달 센싱으로 융합하여 위치를 

추정하는 시나리오다. 

 

 
그림 1 정찰 구역 내 AUV 운용 시나리오 

 

Ⅱ. 본론  

본 연구의 목표는 IMU 센서 데이터와 음향 통신 

과정에서 얻을 수 있는 거리 정보만으로 AUV 의 위치를 

안정적으로 추정하는 것이다. IMU 기반 데드레커닝(Dead 

Reckoning)은 빠르고 간단하지만, 바이어스와 노이즈 

축적에 따른 드리프트(drift) 오차가 발생하기 때문에 

장시간 운용 시 단독으로 사용하기 어렵다[2]. 따라서 

드리프트 오차를 억제하기 위해 Acoustic 정보인 

선박과의 거리 정보를 보조 정보로 활용한다 

 

2.1 AI 모델 구조 및 성능 

본 연구는 IMU 시계열과 거리 정보를 결합해 DR 의 

추정치를 보정하는 잔차 회귀 구조를 채택하였다. IMU 

센서의 정보는 10ms 단위로 측정하며 축적하고 2 초마다 

IMU window 와 거리 정보 송신을 가정하였다.  

입력으로는 최근 2 초 길이의 IMU window 와 윈도우 

끝 시각의 DR 위치 𝑃𝐷𝑅 , 선박과 AUV 사이의 측정 거리 

𝑟𝑚𝑒𝑎𝑠 , 선박의 좌표 𝑏를 사용한다. IMU 시계열 데이터는 

표준화 이후 GRU 를 통과하여 AUV 의 시간적 움직임을 

요약한 𝑧𝑖𝑚𝑢 로 변환된다. 𝑃𝐷𝑅과 𝑟𝑚𝑒𝑎𝑠를 사용하여 DR 이 

구면 반경에서 얼마나 어긋났는지 알려주는 𝑟𝑟𝑒𝑠 와 

방사방향 단위 벡터 𝑢̂ 를 계산하고 보조 MLP 를 거쳐 

𝑧𝑎𝑢𝑥 로 변환된다. 이렇게 얻은 [𝑧𝑖𝑚𝑢;  𝑧𝑎𝑢𝑥] 를 결합하여 

𝑀𝐿𝑃ℎ𝑒𝑎𝑑에 입력하고 DR 오차의 보정치인 ∆𝑃̂를 출력한다. 

최종적으로 𝑃𝐷𝑅에 보정치 ∆𝑃̂를 더하여 위치를 추정한다. 
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그림 2 는 AI 모델 구조를 나타낸 블록도이다. 

 

그림 2 저비용 AUV 수중 위치 추정을 위한 제안 Multi-

modal AI 프레임워크 블록도 

 

학습 시에는 예측된 보정치와 실제 보정치의 차이를 최

소화하기 위해 Huber 손실 함수를 사용하였다. Huber 

손실은 식(1)와 같이 작은 오차에 대해서는 L2 처럼 작동

하여 정밀한 학습을 유도하고, 큰 오차에 대해서는 L1 처

럼 작동하여 조정치를 유지한다.  

 

𝑯𝒖𝒃𝒆𝒓(𝒆) = {

𝟏

𝟐
𝒆𝟐, |𝒆| ≤ 𝟎 (𝑳𝟐 구간)

𝜹(|𝒆| −
𝟏

𝟐
𝜹), |𝒆| > 𝟎 (𝑳𝟏 구간)

(𝟏) 

 
e 는 오차 벡터로 식(2)를 통해 얻을 수 있다. 이 값이 

𝑴𝑳𝑷𝒉𝒆𝒂𝒅로 역전파(Backpropagation)되어 GRU 와 보조 

MLP 까지 동시에 최적화한다. 

 

𝒆 = ∆𝑷̂ − ∆𝑷𝑮𝑻 (𝟐) 
 
성능 평가는 기본적인 DR 추정선과 IMU 시계열만으로 

학습한 모델, IMU 시계열과 거리 정보를 결합하여 학습

한 모델을 비교한다.  

 

 
그림 3 Case 에 따른 AUV 궤적 및 위치 추정 오차 

 

그림 3 은 Case 별 추정 궤적과 위치 오차율을 나타낸다. 

DR 은 시간이 지날수록 위치 오차율이 증가하며 최대 

80m 까지 증가한다. IMU 시계열 데이터만 사용한 경우에

도 시간이 지날수록 위치 오차율이 최대 60m 까지 증가

한다. IMU 데이터와 Acoustic데이터를 모두 사용한 경우 

약 20m 의 위치 오차율을 보여주며 궤적 역시 GT 와 가

장 근접하였다. 다만 장시간 운영에서 한계가 있음을 보

여준다.  

 

2.2 비콘 활용 시나리오 

본 연구에서는 장시간 운영에서 드리프트 오차를 

안정적으로 억제하기 위해, 정해진 구역 내에 비콘을 

임의의 좌표에 배치하였다고 가정하였다. AUV 가 비콘의 

반경 10m 이내로 진입하면 모든 위치 정보를 비콘의 

좌표로 재설정(reset)하며 다시 추정을 시작한다. 

 

 

그림 4 비콘 기반 초기화 횟수에 따른 평균 위치 오차 

 

그림 4 에서 x 축 k 는 운용시간 동안 비콘을 만난 횟수, 

y 축은 평균 위치 오차를 나타내며, 리셋 빈도가 위치 정

확도에 미치는 효과를 확인할 수 있다. k 가 0 일 때는 드

리프트가 누적되어 오차가 크게 증가하지만, k 가 커질수

록 누적 드리프트가 주기적으로 제거되어 평균 오차가 

감소한다.  

 

Ⅲ. 결론  

본 논문은 DVL, USBL 과 같은 고비용 센서 대신 

비교적 저가인 IMU 와 수중 음향통신으로 얻는 Acoustic 

정보인 거리 정보만으로 AUV 의 위치를 추정하는 

멀티모달 센싱 알고리즘을 제안하였다. 동일 궤적에서 

비교 결과, IMU 와 거리정보로 학습한 결과가 가장 낮은 

오차율을 보였으며, DR 과 비교하였을 때 평균 위치 

오차가 80% 개선되었다. 또한 비콘 시나리오를 도입하면 

장시간 운용 시 드리프트 오차가 주기적으로 제거되며, 

비콘을 만나는 횟수가 증가할수록 평균 위치 오차가 

감소함을 확인했다. 이를 통해 장기간 운용시에도 감시 

및 정찰 임무에서 요구되는 위치 추정이 가능함을 알 수 

있다.  
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