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요 약

본 연구는 중소·중견기업(SME)의 AI 활용 격차를 해소하기 위해 노코딩/로우코딩(LCNC) 기반의 AI 서비스 소프트웨어와
활용 플랫폼 아키텍처를 제안한다. 기업의 AI 도입을 가로막는 주요 장애로 기술역량 부족(33%), 데이터 복잡성(25%), 윤리·
거버넌스이슈(23%) 등을 꼽는다. 로우코드와노코드 AI 플랫폼시장은각각 2030년 352억 달러, 244억 달러규모로성장전망
이며, 이는 비전문가 중심의데이터·AI 활용 수요가구조적으로 확대되고있음을 시사한다. 이에 본 연구는 (1) 분야별 데이터
변환 라이브러리, (2) 노코딩 AI 서비스 SW, (3) AI 예측 모델 자동화 플랫폼 등 3계층으로구성된플랫폼을구조를제시하고,
데이터 활용 플랫폼으로서 적합한지에 대한 탐색적인 평가를 진행한다.

Ⅰ. 서 론

AI는 제조·에너지등국가 주력산업의경쟁력과직결되지만, SME는 전

문인력·데이터·거버넌스의 삼중 제약을 동시에 겪는다. 최근 조사에서 기

업들은 스킬 부족과 데이터 복잡성을 최우선 과제로 보고하며, 이는 현장

에 즉시적용가능한노코딩형도구의필요성을 정당화한다[1]. 글로벌 시

장에서도 LCNC 생태계가 빠르게확대되고있어, 국내 SME가 코드를 작

성하지 않고도 데이터전처리·모델 생성·배포까지 수행할수 있는일관된

사용자 경험이 정책·산업 양 측면에서 요구된다[2].

Ⅱ. 본론

1. 연구방법

연구는 문헌·시장·기술 동향 분석 → 요구 도출 → 아키텍처 설계 → 평

가·검증의 순서로 진행되었다. 먼저 IBM의 글로벌 AI 도입 실태와 장애

요인을 검토하여 SME 맥락에서 사용자 스킬 의존도를 최소화하고 데이

터 복잡성을 흡수하는 설계 원칙(시각적 워크플로, 자연어 지시, 레시피

추천)을 도출했다[1]. 다음으로 AWS SageMaker Canvas와 Google

Vertex AI Agent Builder의 공식 문서를 분석하여, 노코드 데이터 변

환·AutoML·시각 인터페이스, 에이전트 기반 오케스트레이션 등 상용 서

비스의 베스트 프랙티스를 비교·정리하였다. 이를 통해 국내 환경(온프레

미스 제약, 규제 준수, 다중 인프라)에서 재현 가능한 기능 기준선과 인터

페이스 요구사항을 확정했다[3]. 아키텍처와 운영평가는 Google Cloud의

MLOps 성숙도 모델(레벨 0–2)과 NIST AI RMF 1.0을 결합하여설계했

다[4,6]. 전자는 데이터 수집–변환–학습–배포–모니터링을 파이프라인

화하고 CI/CD/CT(Continuous Training)로 자동화수준을높이는기준을

제공하며, 후자는거버넌스·검증·모니터링 관점의 위험저감 활동(유효성·

공정성·보안·대응계획)을 체계화한다. 실증 단계에서는 기능적 KPI(정확

도·재현율·지연시간), 운영 KPI(배포 주기·롤백시간), 거버넌스 KPI(모델

변경 이력·리스크 레지스터 처리율)를 추적하도록 했다[5,6].

2.연구내용

2-1.플랫폼구축

첫째, 데이터 변환 라이브러리는 도메인(반도체·로봇·이차전지 등)별로

축적된 사례로부터 메타러닝 기반 ‘변환도구 추천/구성 최적화’를 수행한

다. 사용자는원천데이터의 메타정보(스키마, 결측·이상유형, 분포)를 입

력하면, 시스템이 결측·이상 처리, 정규화, 증강, 특성선택을 조합해 최적

전처리 레시피를 제안하고, 전·후 품질 및 모델 성능 변화를 자동 기록한

다. 이 레이어는 상용 노코드 툴이 제공하는 대화형·시각적 변환 기능(예:

Canvas의 시트형데이터준비)과 호환되도록설계하여, 운영자가 코드없

이도 일상적인 데이터 준비를 반복 가능하게 한다[3].

둘째, 노코딩 AI 서비스 SW는 자연어 지시와 드래그앤드롭 워크플로로

데이터 연결→변환 레시피 선택→AutoML 학습→평가→배포를 일관되게

제공한다. 워크로드 매니저는 온프레미스·클라우드 자원을 자동 배분하

고, 실험 추적·버전관리로 재현성을 보장한다. Google의 Vertex AI

Agent Builder/Agent Engine의 설계원리(툴 호출, RAG, 외부 애플리케

이션연계)를참조하여, 산업 현장의다단계 업무를에이전트조합으로표

현하고 운영하는 방식을 채택했다. 이는 대화형 업무 자동화와 플랫폼 내

거버넌스(관측·평가·감사추적)를 동시에 달성하도록 한다[4].

셋째, AI 예측모델 자동화 플랫폼은 컨테이너 오케스트레이션과

CI/CD/CT 파이프라인을 통해 모델 생애주기를 자동화하고, 드리프트 탐

지–재학습–무중단 배포까지 표준 절차로 제공한다. 이를 통해 조직은

Google의 MLOps 레벨 0(수동)에서 레벨 2(CI/CD 자동화)에 근접하는운

영 능력을 확보하며, 배포 주기 단축·운영비 절감·품질 안정화의 효과를



기대할수있다. 또한운영전과정은 NIST AI RMF 1.0과 2024년발표된

Generative AI 프로파일을 참조해 위험 식별·완화 활동(데이터 관리, 평

가 계획, 인시던트 대응)을 내재화하도록 설계했다[5,6]

마지막으로, 확산 전략 차원에서 시장 성장 동력(LCNC, 노코드 AI)의

가시성을 KPI에 연결해 모듈화·마켓플레이스·교육 패키지를 병행한다.

이는 국내 SME의 도입 장벽(비용·숙련도)을 낮추고 생태계 참여를 촉진

할 것으로 기대된다[2].

그림 1. 노코딩 프로그래밍 플랫폼 개념도

2-2.플랫폼평가

플랫폼의 평가모델을 도출하기 위해 최근 5년간 정보시스템, 플랫폼, 프

레임워크 등 IT 기반의 시스템에 대한 평가를 연구한 논문들을 리뷰하였

고, [표1]과 같이 평가요소를 도출하였다.

구분 목적 평가방법

성능/비용

[8]
비용대비최적화

①적재지연= 이벤트발생→쿼리가능까지

시간 (P95) ② 쿼리 지연 = P95/P99(ms)

③ 동시성 용량 = SLO 만족 동시 쿼리 수

④ 처리량 = QPH/TPS

데이터

[9]

신뢰 가능한

데이터 제공

① 신선도 준수율 = (SLA 내 적재 파이프

라인 성공 건/전체) ② 결측/이상 비율 =

(규칙 위반 레코드/전체) ③ 스키마 드리프

트율 = (예고 없는 변경/월) ④ 메타데이터

충실도= (계보·소유자·설명갖춘데이터셋/

전체)

상호운용성

/표준

[10]

재사용·통합

친화적 구조

① 표준형식 채택률 = (Open format 사용/

전체) ② API 호환성 통과율 = 표준 규격

테스트 패스 비율 ③ 어휘·용어사전 정렬도

= 표준 용어 매핑 커버리지 ④ FAIR 점수

= F/A/I/R(각 0–1) 평균 ⑤ 메타데이터

상호운용성 = DCAT/Schema.org 적용율

재사용성

[11]
실제 활용 및

가치의 수치화

① 재사용률 = (고유 소비자 수/데이터셋/

월) ② 전환율= (조회·다운로드→실사용전

환) ③ 인용·참조 수 = 논문/보고서/코드에

서의 데이터셋 인용 ④ 내부 의존도 = 데이

터셋 활용 프로젝트 수 ⑤ 가치/비용 = (추

정 절감·수익)/운영비

표 1. 데이터플랫폼 평가 요소

Ⅲ. 결론

SME가 직면한 인력·데이터·거버넌스 제약을 고려할 때, 본 연구의 3계

층구조는 노코딩사용자 경험과운영 자동화를결합해 도입 초기의 위험

과 비용을 낮춘다. 상용 레퍼런스(Canvas, Vertex)에서 확인되는 무코드

데이터준비/모델링과에이전트형 오케스트레이션을 공공·산업 환경에 맞

게 개방형 아키텍처로 재구성함으로써 국내 기술·산업 맥락에 적합한 활

용 경로를 제시했다. 정책적으로는 MLOps 성숙도와 AI RMF 기반 거버

넌스를 평가·인증 연계 KPI로 제도화[6]하고, ISO/IEC 42001[7]에 부합하

는관리체계를확산할필요가있다. 이는 내부통제와신뢰성확보를통해

현장 확산과 해외 조달·수출 경쟁력을 동시에 높일 것이다.
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