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Table 1. Accuracy when using only the deep learning model
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Table 2. Accuracy when using both the language model and the

machine learning/deep learning model

Activity LightGBM MLP CNN BiLSTM DCLSTM
Eating 0.9314 0.1659 0.1408 0.2992 0.56310
Eating_together 0.9315 0.1957 0.3846 0.0706 0.4643
Lab_meeting 0.9007 0.7167 0.7290 0.7491 0.8329
Phone_call 0.8333 0.2398 0.3789 0.4433 0.5258
Reading 0.8893 0.6588 0.6807 0.7153 0.7679
Seminar 0.9464 0.7301 0.7267 0.7782 0.8455
Small_talk 0.8576 0.5724 0.5148 0.6206 0.7163
Study_together 0.9622 0.6453 0.6466 0.6644 0.7193
Fl-score 0.8999 0.5965 0.6127 0.6413 0.7324

Activity LightGBM MLP CNN BILSTM DCLSTM
Eating 0.7875 0.2037 0.2667 0.6277 0.5819
Eating_together 0.6071 0.1818 0.1429 0.7967 0.5076
Lab_meeting 0.8901 0.6994 0.7083 0.8577 0.8396
Phone_call 0.7346 0.3929 0.4836 0.5136 0.5574
Reading 0.8907 0.7198 0.7098 0.7787 0.7826
Seminar 0.7346 0.7090 0.7410 0.8929 0.8703
Small_talk 0.8907 0.6268 0.5947 0.7921 0.7729
Study_together 0.9401 0.6667 0.6438 0.8814 0.8220
Fl-score 0.8776 0.6518 0.6447 0.7701 0.7575
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