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요 약  

 
본 논문에서는 메모리 풀을 네트워크 수준까지 확장하여 계층적으로 운영하는 광스위치 기반 계층적 메모리 풀링 

시스템을 구축하고 이를 실험적으로 검증하였다. 컴퓨팅 노드는 새롭게 정의된 ODF(Optical Disaggregation Frame)을 

통해 데이터 복사 없이 메모리 풀에 직접 접근할 수 있었다. 컴퓨팅 노드에서 계층적 메모리 풀로부터 데이터를 읽어오는 

경우, 왕복 지연시간 측정결과 상위 계층에서의 지연시간은 하위 계층과 비교하여 41.6% 이상의 지연감소 효과를 보였다. 

 

 

Ⅰ. 서 론  

5G 와 인공지능을 활용한 다양한 신규 서비스 등장에 

따는 비대칭 트래픽의 증가는 클라우드 플랫폼에서의 

자원 활용도를 급격하게 감소시키고 있다. 이를 극복하기 

위해서 클라우드 플랫폼 구조는 스토리지 풀링에서 

메모리 풀링으로 발전해가고 있다. 특히, CXL(Compute 

Express Link)은 낮은 지연시간으로 메모리 풀링/공유 

기능과 캐쉬 일관성을 함께 제공하여 차세대 인터커넥트 

기술로 주목받고 있다[1, 2]. 본 논문에서는 상용 광 

회선 스위치와 새롭게 정의된 ODF 를 사용하여 CXL 을 

투명하게 수용하는 네트워크 수준의 계층적 메모리 풀링 

시스템을 구현하였다.  

 

Ⅱ. 시스템 개념도 및 측정 결과  

그림 1 은 본 논문에서 제안한 광스위치 기반 계층적 

메모리 풀링 시스템의 개념도를 보여준다. 컴퓨팅 노드, 

가속기 노드 및 메모리 노드는 광스위치와 100Gb/s 

광링크를 통해 상호 연결된다. OD Manager 는 우선순위 

기반 스케줄러를 통해 컴퓨팅 노드의 요청을 처리하고 

메모리 풀의 가용성을 기반으로 광경로와 계층적 메모리 

풀 연결 경로를 설정한다. CPU/Memory-OD Adapter 는 

상용 FPGA 로 구현되어 CXL 과 ODF 간 변환 기능을 

수행한다. 계층적 메모리 풀은 별도의 하드웨어로 구현된 

다수의 메모리 노드들로 구성되며, 메모리 풀내 모든 

메모리 모듈들은 ODF 스위치와 100Gb/s 링크를 통해 

상호 연결된다. 계층적 메모리 풀링 검증을 위해 컴퓨팅 

노드에서 메모리 풀로 다른 우선순위를 갖는 64 바이트 

읽기 프레임을 전송한 후 왕복 지연시간을 측정하였다. 

우선순위별로 213/365 클럭(710/1,065ns@300MHz)이 

측정되어 41.6%의 성능차이를 보였다. 실험결과로부터 

네트워크 수준으로 확장한 메모리 풀을 계층적 메모리로 

사용할 수 있음을 검증하였다. FPGA 로직 최적화와 OD 

Adapter 를 전용 ASIC 으로 구현하여 성능을 향상시킬 

경우 용량 최적화 DRAM 용도로도 활용 가능할 것으로 

예측된다.  

 

 

[그림 1] 계층적 메모리 풀링 시스템 개념도 
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