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요 약

본 논문은 양자암호통신 네트워크 환경에서 다중 양자보안 서비스 요청을 효율적으로 처리하기 위한 강화학습 기반 스케줄링
기법을 제안한다. 현재 양자암호통신네트워크는 물리적 한계로 인해 제한된 양자키자원을 활용해 다수의 서비스요청을 동시
에 처리하는데 한계가 있다. 이를 해결하기 위해전반적인 네트워크 상태와 큐에 대기중인양자보안서비스요청특성을고려
한 Markov decision process 정의를 기반으로, PPO 알고리즘과 Set transformer 구조의 정책망을 결합한 강화학습 모델을 설
계한다. 제안하는 강화학습 기반 스케줄링 기법의 성능 평가를 위해 FIFO, Random, Min-path 기반 스케줄링 기법 대비 평균
할당량과 양자키 자원 활용 측면에서 NSFNET 환경을 활용해 실험 평가를 수행한다.

Ⅰ. 서 론

양자암호통신은 양자 키 분배(Quantum Key Distribution) 기술을 통해

외부의 도청으로부터 안전한 네트워크 시스템을 구축[1]함으로써, 생성된

양자키 자원을 활용해 기존의 암호 시스템보다 높은 안전성을 제공한다.

그러나현재 양자암호통신은물리적한계로인해 양자키자원의생성률이

높지 않아 자원 부족으로 인한 양자보안 서비스 제공의 한계가 존재한다.

부족한 양자암호통신의 자원을보다효율적으로 활용함으로써, 보다 많은

양자보안 서비스 요청을 처리하기 위한 연구[2, 3]는 아직 상대적으로 부

족하다.

양자암호통신 네트워크에서 서비스 계층의 양자보안 서비스 요청은 일

정시간내에양자키자원을활용해암호화데이터전송을요구한다. 양자

암호통신 네트워크의 양자 키 분배 기술은 높은 보안성을 제공하지만, 실

제 활용에서는 거리적 한계와 양자 채널의 손실로 인해중요자원인 양자

키생성률이 낮으며, 현재 기술로는 약 100km 이상의거리를양자 채널로

직접제공하기어렵다. 이에 따라양자키릴레이기법을통해중간에신뢰

할 수 있는 양자 중계기를 거쳐 원거리 노드 간 양자키 교환을 수행하여

양자보안 서비스 요청을 위한 양자키 자원을 할당한다. 하나의 양자보안

서비스 요청을 처리하기위해서는최소 1개 이상의 양자키자원을소모하

며, 원거리 요청일수록 더 많은 양자키 자원을 필요로 한다. 또한 매 시간

마다다중양자보안서비스요청이동시에생성될수있으며, 다중 요청들

을 효과적으로 처리하기 위해서는 스케줄링 기법이 필수적이다.

본 논문에서는 서비스 계층에서 발생하는 양자보안 서비스 요청을 동시

에 처리하기 위한 강화학습 기반 스케줄링 기법을 제안한다. 제안하는 강

화학습기반 스케줄링기법은양자암호통신네트워크의 남은양자키자원

과 현재 대기중인 요청들을 상태 정보로 활용해 가장 적절한 대기 중인

다중 요청들의 할당 순서를 결정한다. 강화학습 기반 스케줄링을 위해 본

논문에서는 실제 양자암호통신 양자키 자원 개수, 키의 수명(lifetime)과

양자보안 서비스 요청의 출발지 및 도착지 노드, 요청 대기 시간(waiting

time)을 동시에 고려할 수 있는 강화학습 모델을 설계한다.

환경은 매 에피소드마다 초기화되며, 일정량의 양자키가 링크별로 공급

되고 시간이 지남에 따라 키의 수명은 감소한다. 매 스텝에서 에이전트는

현재대기중인양자보안서비스요청중하나를선택하고, 선택된요청이

네트워크 경로 상에서할당가능한 양자키자원을 보유하고 있을 경우 성

공적으로 서비스를 제공한다. 이때 경로에 포함된 링크의 양자키 수량은

1씩 감소하고, 서비스가 성공적으로 제공되면 에이전트는 보상을 획득한

다. 반대로 요청이실패하거나자원이부족할 경우 차단(blocking)으로 처

리한다.

Ⅱ. 본론

제안하는 강화학습 기반 스케줄링 기법은 양자암호통신 환경과 상호작

용을 통해 누적 보상을 최대화하는 정책을 학습한다. 강화학습 기반 스케

줄링 문제를 해결하기 위해 MDP(Markov Decision Process) 정의를 다

음과 같이 한다.

• 상태(State): 양자암호통신 네트워크의 상태 정보와 현재 큐에 남은

양자보안 서비스 요청들의 정보로 나누어진다. 먼저 양자암호통신 네

트워크의 상태 정보는 남은 키 풀 상태와 토폴로지 구성을 인지하기

위해 각 링크의 남은 양자키 개수로 이루어진 × 인접 행렬

(Adjacency Matrix)으로 구성 구성된다. 또한, 또한 현재 대기중인 양

자보안 서비스 요청들의 스케줄링을 위한 순서 결정을 위해 각 요청

별 특성(출발 노드, 목적 노드, 경로길이(hop 수, 현재 키 풀기반), 최

소 잔여 키, 대기 시간)을 포함한다.

• 행동(Action): 현재큐에대기 중인양자보안서비스요청들의 순서를

결정한다.

• 보상(Reward): 강화학습 에이전트의행동으로 결정된 순서로 양자키

가할당되어 양자보안 서비스가 제공되었으면 +1, 양자키 자원 부족으

로 인해 차단될 경우 –1을 얻는다.



본 논문에서는 PPO(Proximal policy optimization) 알고리즘을기반으로

강화학습 모델을학습시켰으며, 정책망은 대기중인 다중 양자보안 서비스

요청들의 대기 순서에 상관 없이 특성을 반영하기 위해 Set Transformer

구조[4]를 기반으로 하여, 요청 집합을 인코딩하고 양자암호통신 네트워

크 상태와 결합해 의사결정을 수행하도록 구현한다.

실험은 NSFNET 토폴로지를 기반으로 진행하였으며, 다양한 요청 발생

패턴과 키 생성률 조건에서 강화학습 기반 스케줄링 기법의 성능을 평가

하였다. 표 1은 양자암호통신 실험 환경 파라미터 설정이며, 표 2는 강화

학습의 하이퍼 파라미터이다.

파라미터 값
노드 14
링크 21

초기 키 수명 3
키 생성량 2

키 생성 노이즈 1.0
요청 생성량 10

표 1. NSFNET 실험 파라미터 설정

파라미터 값
학습률(Learning rate) 0.0001
할인율(Discount factor) 0.98

GAE  0.95
PPO clipping 범위 0.1

Entropy 0.05
미니배치 크기 64
총 에피소드 10,000

표 2. 강화학습 하이퍼 파라미터 설정

또한, 강화학습기반스케줄링기법과의비교를 위해 1) FIFO, 2) 무작위

(Random), 3) 최소 경로(Min-hop)와 같은 기준 알고리즘들과의 비교를

통해 제안 기법의 우수성을 검증하였다.

표 3과 그림 1의 NSFNET 토폴로지를 기반으로 진행한 비교 실험에서,

제안된 강화학습 기반 스케줄링 기법은 평균 할당량 측면에서 Min-path,

FIFO, Random과 같은 기존 기준 알고리즘 대비 우수한 성능을 보였다.

특히 평균 할당량은 4.0으로 가장 높게 나타났으며, 이는 제한된 양자키

자원을보다 효율적으로활용하여더많은 요청을성공적으로처리했음을

의미한다. 또한, 기준 알고리즘들과 할당량의 표준편차가 상대적으로 작

았으며, 이는 강화학습기반이요청패턴과자원상태 변화에 따라 변동성

이 적다는점을보여준다. 또한 만료된키 개수 측면에서 Random 기법은

무작위로 요청을 처리하기 때문에 특정 경로에 집중되지 않고, 자원이 빠

르게소모되어키가사용되기전에만료되는키의개수가적다. 그러나제

안하는 RL 기법은할당량을 증가시키기위해 경로에따라 적절한요청의

순서를정함으로써 만료된키의개수가상대적으로 낮은것을볼수 있다.

Ⅲ. 결론

본 논문에서는 양자암호통신 네트워크 환경에서 다중 양자보안 서비스

요청을 동시에 처리하기 위한 강화학습 기반 스케줄링 기법을 제안하였

다. 제안된기법은 PPO 알고리즘과 Set Transformer 기반 정책망모델을

활용하여, 네트워크 상태(토폴로지, 잔여 키 자원)와 요청 특성(출발/목적

노드, 경로 hop 수, 최소 잔여 키, 대기 시간)을 동시에 고려하는 정책을

학습하였다. 성능 평가를 위해 NSFNET 토폴로지 환경에서 실험을 진행

했으며, Min-path, FIFO, Random 알고리즘들 대비 강화학습 기반 스케

줄링 기법이 양자보안 서비스 할당량에서 보다 나은 성능을 보이는 것을

증명했다. 이러한 결과는 제안된 기법이 단순히 평균 성능 향상뿐 아니라

자원 활용과서비스 제공 효율성측면과 양자키자원의 로드 밸런싱 측면

에서도 효율적임을 보인다.

향후 연구에서는 (1) 더 다양한 토폴로지와대규모 네트워크환경에서의

확장성 검증, (2) 키 자원 예측 기반 proactive scheduling 기법과의 결합,

(3) 실제 QKD 장비 성능 특성을 반영한 시뮬레이션을 통한 검증을 수행

하고자 한다.
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알고리즘 할당량 할당량 표준편차 만료된 키 수
RL 4.00 6.18 695

Min-path 3.30 7.73 926
FIFO 3.68 7.65 842
Random 3.04 7.60 574

표 3. 성능 비교 평가 결과

그림 1. 각 알고리즘 별 평균 할당량 및 만료된 키 개수 비교


