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Table 1: GLUE Benchmark

oy [

Method MRPC SST-2 CoLA QQP
Acc Acc Acc Acc
Adal.oRA(Original) 89.95 95.41 67.58 89.81
AdaLoRA(Movement) 90.44 94.49 68.23 90.51
Adal.oRA(Fisher) 89.46 95.64 69.69 91.64
AdalLoRA(GSNR) 88.73 94.38 67.28 91.60
QNLI RTE MNLI STB-B All
Acc Acc m/mm Corr Ave.
93.86 83.39 89.38/89.37 91.77 87.84
93.70 86.28 89.78/89.61 91.27 88.26
93.89 85.56 90.41/90.39  91.33 88.67
93.76 85.56 90.36/90.50  90.35 88.06
Table 2: SQuUAD v1.1 and SQuAD v2.0
Method SQuAD vl1.1 SQuAD v2.0
EM/F1 EM/F1
AdalLoRA(Original) 87.38/93.52 84.53/87.58
AdaLoRA(Movement) 87.54/93.68 85.98/88.88
Adal.oRA(Fisher) 88.12/93.93 85.67/88.50
AdalLoRA(GSNR) 88.48/94.23 86.09/88.97
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