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Table 1: Compression ratio

Method PPL PPL ARR(%) ARR(%)
(20%) (40%) (20%) (40%)
Llama 7B(Original) 5.68 5.68 - -
SVD-LLM(W) 7.88 13.76 88.61 76.23
SVD-LLM 7.56 9.40 90.16 84.41
SVD-LLM(AdalLoRA) 7.42 9.49 90.65 83.52
Teacher-KL Teacher-KL Top-10 Recall Top-10 Recall
(20%) (40%) (20%) (40%)
0.4903 1.0322 0.6821 0.5648
0.4150 0.6680 0.7005 0.6291
0.3744 0.6692 0.7145 0.6320
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