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Table 1: PPL (Perplexity)
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Table 4: NTA (%)(Next Token Accuracy)

Method Wikitext-103 Wikitext-2 C4

FP16 (Baseline) 8.732 7.888 10.004

AWQ 9.132 8.220 10.544

ADWQ 9.076 8.204 10.465

Table 2: KL Divergence

Method Wikitext—-103 Wikitext-2 C4

AWQ 0.04482 0.04190 0.05162

ADWQ 0.04376 0.04172 0.04091
Table 3: Top-k Overlap(%) (k € (3,5))

Method Wikitext—-103 Wikitext-2 C4

(k=3/k=5)

AWQ 87.38/87.11 87.32/87.04 87.44/87.28

ADWQ 87.42/87.20 87.40/87.93 87.51/87.48

Method Wikitext-103 Wikitext-2 C4
FP16 (baseline) 53.35 55.67 52.04
AWQ 52.68 55.08 50.98
ADWQ 52.76 55.18 51.13
Table 5: Top-k Recall (%) (k € (3,5))
Method Wikitext-103 Wikitext-2 C4
(k=3/k=5)
FP16 (baseline) 70.15/76.13 71.84/77.46 68.20/74.29
AWQ 69.41/75.70 71.17/76.79 67.50/73.67
ADWQ 69.52/75.75 71.18/77.01 67.49/73.75
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