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Figure 1. Visualization of LOF-based outlier detection results
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Internal Temperature Over Time (Red = Outlier)
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Figure 2. Visualization results of internal temperature time

series changes and outliers
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Table 1. Comparison of statistical indicators between

outliers and normal data by variable
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