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요 약  

 

본 논문은 LLM 을 활용해 규칙 기반 재작성과 실행 피드백을 결합한 2 단계 SQL 최적화 프레임워크를 제안하였다. 

제안한 방법은 1 단계에서 규칙을 기반으로 구조적으로 최적화하고, 2 단계에서 인덱스 메타데이터와 쿼리 플랜을 활용해 

효율을 높였으며, BirdSQL, TPC-H, JOB 에서 유의미한 실행 시간 단축을 확인하여 실제 시스템 성능 향상 가능성을 

입증하였다. 

 

 

Ⅰ. 서 론  

본 논문에서는 LLM 을 활용해 실행 이전 단계에서 이미 

작성된 SQL 을 재작성하여 최적화하는 방법을 

제안하였다. 구조적 재작성과 인덱스, 실행 계획 등 실행 

기반 피드백을 결합하여 2 단계 최적화를 진행하였다. 

이를 통해 Text-to-SQL 중심의 기존 LLM 연구가 

간과한 ‘작성된 SQL 의 사전 최적화’ 공백을 메우고, 

계산 오버헤드를 줄여 실행 시간을 단축함을 보였다.[1] 

Ⅱ. 본론  

본 논문에서는 LLM 을 활용한 2 단계 SQL 최적화 

과정을 설계하였다. 1 단계는 구조화된 프롬프트로 SQL 

최적화 원칙을 적용하고, 2 단계는 인덱스와 쿼리 실행 

계획 등 DB 특화 메타데이터를 반영해 질의를 

재작성함으로써 규칙 기반, 실행 기반 최적화를 가능하게 

한다. BirdSQL[2], TPC-H[3], JOB[4] 벤치마크와 

SQLite, PostgreSQL 환경 전반에서 포괄적 평가를 

수행하였다. 그 결과 제안한 2 단계 프로세스는 단일 

단계 접근을 일관되게 상회했으며, 논리 재구성과 실행 

기반 정제를 함께 적용할 때 실행 시간이 유의미하게 

감소함을 확인하였다. 

Ⅲ. 결론  

본 논문에서는 LLM 기반 이단 최적화 프레임워크를 

제안하였다. 1 단계는 규칙을 기반으로 논리적 재작성을 

수행하고, 2 단계는 인덱스 메타데이터와 실행 계획 

피드백을 이용해 질의를 추가 정제한다. BirdSQL, TPC-

H, JOB 실험에서 유의미한 성능 향상을 확인했으며, 

특히 BirdSQL 에서 평균 실행 시간이 97.64% 감소했고 

한 질의는 233.0498 에서 0.0729 초로 단축되었다. 두 

단계를 함께 적용할 때 최적 성능을 보였고, 단일 패스 

접근의 한계를 넘어 구조적 비효율과 비최적 실행 

계획을 동시에 해소함을 확인하였다. 
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