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Abstract 

 

 Transformer-based super-resolution techniques often face the challenge of effectively capturing local and global 

features, limiting their ability to produce high-quality super-resolved images. In response, we propose the 

Parallel Attention Super-Resolution block (PASR). This architecture, where channel attention and spatial attention 

work in parallel, allows PASR to dynamically recalibrate feature responses, capture long-range dependencies, and 

emphasize spatially significant regions simultaneously. Through comprehensive experiments, PASR not only 

showcases substantial improvements over existing methods but also achieves superior quantitative metrics and 

generates visually compelling super-resolved images with enriched details and coherence. This outstanding 

performance underscores PASR's potential to effectively address the challenges in image super-resolution and 

push the boundaries of current methodologies. 

 

Ⅰ. Introduction 

 In the field of Single Image Super-Resolution 

(SISR)[1], recent advancements in deep learning, 

shown by cutting-edge models like SWINIR[2], 

HAN[8], and SAN[6], have significantly improved the 

resolution of pictures that feature complex structures 

like buildings and architectural components. 

Nevertheless, these technological breakthroughs often 

prove inadequate when faced with photos that exhibit 

intricate facial characteristics, which are essential for 

tasks such as facial recognition. 

To overcome this constraint, we provide a system for 

Single Image Super-Resolution (SISR)[5][7] that 

utilizes Transformer architecture. This approach 

incorporates spatial and cross-attention mechanisms, 

as well as positional encoding. Our architecture is 

designed to address the difficulties presented by facial 

content. Its main goal is to improve the reconstruction 

of facial characteristics by using spatial attention and 

refining pixel-level features, resulting in improved 

outcomes. By doing a thorough analysis of many 

datasets and circumstances, we have shown the 

efficiency of our method in addressing the challenging 

issue of picture restoration, specifically in improving 

face details, resulting in considerable outcomes. 

Ⅱ. Method 

 The architecture comprises three key stages: 

Shallow Feature Extraction, Deep Feature Extraction, 

and High-Quality Image Restoration, as shown in 

Figure 1. In the Shallow Feature Extraction stage, a 

Swin Transformer[3][4] encoder captures low-level 

picture information, laying the foundation for 

subsequent processing. This initial step aims to 

extract fundamental representations necessary for the 

restoration process. The Deep Feature Extraction 

stage is the core of our architecture, consisting of 7 

Parallel Attention Blocks (PAB). Each PAB is 

meticulously crafted to capture intricate and high-

level image features essential for restoration. The 

parallel attention mechanism, comprising both Spatial 

Attention (SA) and Channel Attention (CA), enhances 

the capability of these blocks to capture diverse 

contextual information shown in Figure 1. This design 

allows for the extraction of detailed and 

comprehensive feature representations. In this stage, 

the architecture captures local and global 

dependencies within the image, ensuring robust 

feature extraction for subsequent processing. Every 

PAB is linked using a skip connection, as shown in 

Figure 1. Initially, the model executes the process of 

patch unembedding, followed by the application of 

simultaneous connection attention with patch 

embedding. This output is directed towards layer 

normalization and window attention. Finally, in the 

High-Quality Image Restoration stage, a Swin 

Transformer decoder is employed to reconstruct the 

high-quality image.  

 To evaluate our model's performance, we conducted 

experiments using traditional testing datasets 

commonly employed for benchmarking state-of-the-

art [5][6][8] (SOTA) methods. These datasets 

include Set5, Set14 and Urban100. Table 1 shows 

quantitative results evaluated using PSNR and SSIM 

metrics. 
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Figure 1: The architecture of the proposed model for image super-resolution network with PAB Blocks. 

Table 1: Quantitative comparison (average 

PSNR/SSIM) with state-of-the-art methods for 

classical image SR on DIV2K training datasets. Results 

on ×2 resolution are provided here. 

Methods PSNR (in dB) SSIM 

HAN [8] 38.27 0.9614 

RCAN [5] 38.27 0.9614 

SAN [6] 38.31 0.9620 

PASR(Ours) 38.33 0.9622 

Ⅲ. Conclusion 

 In conclusion, our proposed architecture, consisting 

of Shallow Feature Extraction, Deep Feature 

Extraction with Parallel Attention Blocks, and High-

Quality Image Restoration using Swin Transformer 

modules, presents a robust approach to image 

restoration. By effectively capturing and utilizing 

shallow and deep image features, our method 

demonstrates promising results in restoring high-

quality images. The parallel attention mechanism 

enhances the extraction of intricate image features 

crucial for restoration, ultimately leading to visually 

pleasing outputs with reduced artifacts. 
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