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요 약

COVID-19에 따른 사람들의 호흡기 질환에 대한 관심도의 증가로 다양한 Artificial Intelligence (AI) 기반 질

병 탐지 연구가 진행되었다. AI 기반 질병 탐지 기술은 청진기를 통해 측정되는 폐 호흡음을 통해 질병 상태를

분류한다. 기존 AI 기반 질병 탐지 기술은 높은 정확도와 빠른 추론 결과를 보여주기 위해 컴퓨팅 리소스가 풍부

한 서버를 활용한다. 서버의 이용은 폐 호흡음과 같은 여러 정보가 네트워크를 통해 전달되어야 한다. 네트워크를

통한 정보 전달에 따른 개인정보의 문제가 발생할 수 있다. 이러한 문제를 해결하기 위해 기기 자체에서 AI 모델

이 동작하여 결과를 보여주는 온디바이스 AI가 주목받고 있다. 온디바이스 AI는 내부에서 데이터를 수집 및 처리

하여 개인정보 문제가 적다. 온디바이스 AI에 다양한 딥러닝 모델이 적용되어 활용될 수 있지만 리소스 부족으로

인한 성능 저하로 적절한 모델이 선택되어야 한다. 본 논문은 모델을 서버와 온디바이스에서 실행하였을 때 질병

분류 성능과 탐지 성능을 분석하고 평가한다. 실험 결과 딥러닝 모델은 서버에서 동작하는 것과 비교하여 온디바

이스에서 동작할 때 성능 저하가 발생하는 것을 확인하였다.

키워드 : 온디바이스 AI, 딥러닝, 질병 진단, 폐 호흡음
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ABSTRACT

Due to the increased public interest in respiratory diseases following the outbreak of COVID-19, various

artificial intelligence (AI)-based disease detection studies have been actively conducted. AI-based disease

detection classification by analyzing lung sounds measured through stethoscopes. Conventional AI-based

detection schemes typically rely on resource-rich servers to achieve high accuracy and fast inference times.

Utilizing servers requires transmitting information such as lung sounds over a network, which raises concerns

about personal data privacy. To address this issue, on-device AI―where the AI model runs locally on the

device―has been gaining attention. On-device AI collects and processes data internally, thereby minimizing

privacy concerns. Although various deep learning models can be deployed for on-device AI, performance

degradation due to limited computing resources necessitates careful model selection. This study analyzes and

evaluates the disease classification and detection performance of models executed on both server and on-device

environments. Experimental results show that deep learning models have lower performance when operated

on-device compared to when operated on a server.
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Ⅰ. 서 론

호흡기질환은전세계적으로가장흔한질환중하
나이며, COVID-19 유행에따라전세계적으로관심이
증가되었다[1]. 호흡기질환에대한관심의증가에도폐

호흡음은 비주기적이고 일정하지 않은특징으로 분별
하기어렵다. 폐호흡음기반으로정확한질병분류를
위해 딥러닝을 이용한 연구들이 진행되었다.

폐호흡음을이용한 AI 기반딥러닝모델은오디오
데이터로부터 mel-spectrograms, Mel-Frequency

Cepstral Coefficients (MFCC) 등과같은특징을추출

하여 입력 데이터로 사용한다. 딥러닝 모델은 오디오
데이터의 차별적 특징을 효과적으로 추출하고 패턴을
인식함으로써높은정확도를보여준다. 그러나이러한

딥러닝모델은컴퓨팅리소스가풍부한서버인프라가
필요하다[2]. 서버인프라를활용하기위해환자로부터
측정된폐호흡음은네트워크를통해전달되어야한다.

하지만환자의폐호흡음은개인정보로분류되어네트
워크를통한데이터송수신은정보보호문제가발생할
수 있다.

정보보호문제를최소화하기위해온디바이스 AI가
주목받고있다. 온디바이스 AI는기기내에서데이터를
수집하고처리한다. 따라서데이터가기기외부로전달

되지않는다. 이구조에의해정보보호문제가완화된
다. 그럼에도 여전히 온디바이스 AI는 딥러닝 모델을
기기에서동작시키기위한과정이필요하며, 높은성능

을 위해 적절한 모델 선택이 필요하다.

본논문에서온디바이스 AI를위한딥러닝모델성
능을 비교한다. 딥 러닝 모델은 ResNet50,

MobileNetV2, InceptionV2, 그리고 Stacked를사용하
였다[3]. 성능 평가를 위해 폐 호흡음 기반 질병 분류
모델을생성하고각환경에맞추어모델을최적화하는

테스트베드를구축하였다. 또한, 테스트베드는각모
델의분류정확도및추론속도계산모듈을통한성능
지표를 보여준다

Ⅱ. 관련 연구

2.1 딥러닝 기반 호흡 질환 분류
폐호흡음분류에서높은성능을달성하기위해다양

한딥러닝기반접근방식이연구되었다[4,5]. Basu는폐
호흡음녹음에서 MFCC를추출하여다섯가지호흡기

질환을분류하였다[6]. Bardou은오디오파일에서 12개
의 MFCC 계수를계산하고이러한계수에서 6개의통
계적특징을추출하였다[7]. 또한, 스펙트로그램시각화

에서로컬이진패턴특징을추출하고 CNN (Convolu-

tional Neural Network) 기반모델을사용하여높은분
류 정확도를 달성하였다.

Petmezas은 CNN과 Long Short-Term Memory

(LSTM) 유닛을결합한하이브리드아키텍처를제안하
였다[8]. 이기법은 CNN을사용하여 Short-Time Fourier

Transform (STFT) spectrogram에서특징을추출한다
음 LSTM 모듈로전달하여시간종속성을포착하고분
류를수행한다. Li는 Residual 블록내에 증강된 주의

합성곱을통합하여폐호흡음분류성능을개선하는아
키텍처를제안하였다[9]. 그들의기법은특징추출을위
해 가변 Q-factor wavelet transform과 삼중 STFT를

활용하여폐호흡음의특성을효과적으로표현할수있다.

2.1 딥러닝 기반 호흡 질환 분류
AI 기반디지털헬스케어기술은최근큰주목을받

으며광범위한연구가진행되고있다. AI의기반이되

는심층신경망(DNN)은대규모데이터에서복잡한패
턴을학습하는데특히효과적이다. 그러나기존 DNN

모델은일반적으로효율적인작동을위해연산집약적

인서버환경을필요하다[2]. 이러한요구사항으로인해
통신인프라가제한된지역과같이리소스가제한된환
경에서서비스제공에대한제한이있다. 또한네트워크

를통한데이터의전송은개인정보의문제가발생할수
있다. 이러한한계를해결하기위해의료분야에서온디
바이스 AI 기술이연구되고있다. 온디바이스 AI는웨

어러블기기, 임상기기또는스마트의료장비에통합
된임베디드시스템에서 AI 추론알고리즘을직접실행
하는것을의미한다. 인터넷연결을통한원격서버에

의존하는기존의클라우드기반시스템과달리, 온디바
이스 AI는실시간추론, 향상된데이터보안, 운영자율
성, 중단없는서비스연속성등여러가지이점을제공

한다.

온디바이스 AI는디바이스에서직접실시간추론을
수행하기때문에전력효율성이중요하다. 클라우드서

버 환경에서 일반적으로 사용되는 그래픽 처리 장치
(GPU)는 범용 하드웨어 가속기로 기능하지만 상당한
전력이필요하다. 이러한한계를해결하기위해신경망

처리 장치(NPU)가 온디바이스 AI를 위한 저전력 AI

가속기로주목받고있다[10]. NPU는인간의뇌에서영
감을받아구조적으로설계되었으며, 수많은상호연결

된노드를사용하여정보를효율적으로처리한다. 인공
지능및머신러닝워크로드에최적화되어 GPU보다전
력소모가훨씬적고기존중앙처리장치(CPU)보다작

업에따른효율성이높다. 온디바이스 AI 도입이지속
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적으로확대됨에따라, 엣지디바이스에서에너지효율
적인고성능추론을지원하기위해 NPU 기반온디바이
스 AI 연구가 주목받고 있다.

Ⅲ. 실 험

3.1 환경 구성
그림 1은딥러닝모델의성능평가를위한환경구성

을보여준다. 폐호흡음기반딥러닝모델을생성하기
위해 ICBHI 2017 및 KAUH 데이터셋을사용하였다.

ICBHI 2017 데이터셋은 920 개의오디오데이터를포
함하고있으며, 오디오의길이는 10초에서 90초로구성
되어 있다[11]. 이 데이터셋에 포함된 질병의 종류는 8

가지(천식, 만성폐쇄성폐질환, 상기도염, 기관지확장증,

폐렴, 세기관지염, 하기도염, 건강상태)를 포함한다.

KAUH 데이터셋은 308개의 데이터셋으로 이루어져

있으며, 오디오길이는 5초에서 30초로구성되어있다.

KAUH 데이터셋에포함된질병의종류는 7 가지(천식,

심부전, 폐렴, 기관지염, 흉막삼출, 폐섬유증, 만성폐

쇄성폐질환)이 포함되어 있다.

본논문에서사용한모델들은 11가지의질병분류를
수행한다. 질병분류를수행하기위해서로다른길이를

가지는오디오를 5초간격으로나눈다. 예를들어, 12초
의 길이를 가지는 오디오의 경우 5초 길이의 오디오
2개로나뉘며 2초의길이는버려진다. 이렇게나뉜오

디오를기반으로부족한데이터수를증가시키기위해
기존데이터에시간스트레칭, 피치시프팅, 노이즈삽
입, 시간시프팅, 그리고볼륨스케일링을통해데이터

를 증강하였다. 입력 데이터는 오디오 데이터에서
mel-spectrogram, MFCC, 그리고 chroma를추출한다.

추출된데이터는 128x216 크기의 2D 이미지로변환하

고, 2D 이미지를 쌓아 사용하였다. 서버 환경은
NVDIA GeForce RTX 4090에서 모델을 실행하였으
며, 온디바이스는 Raspberry Pi 5에서 Hailo 8 기반으

로모델을실행하였다. Hailo 8은딥러닝모델동작에
최적화된 Neural Process Unit (NPU) 모듈로 26 Tera

Operations Per Second (TOPS)의 성능을 가진다.

온디바이스에서모델을동작시키기위해 model op-

timization 과정을수행한다. 기존모델이온디바이스에
서동작하기위해 Float32 기반으로학습된파라미터를

UINT8로양자화한다[12]. 모델양자화이후 Hailo 8에
서 동작하기 위한 모델에 대한 정보를 생성한다.

이러한테스트환경은모델의성능을보여주기위해

분류성능을나타내는정확도, F1-score, precision, 그
리고 recall을계산하여 보여준다. 또한, 온디바이스에
서모델의효율성을평가하기위해모델의크기및추론

속도를계산한다. 또한, 본 논문은 데이터 불균형으로
인한잠재적성능편향을완화하기위해 10회반복학
습에따른결과의평균을계산하였다. 실험결과의모든

지표는 매크로 평균 점수로 산출하였다.

3.2 서버 기반 딥러닝 모델 성능 평가
표 1은서버환경기반딥러닝모델의질병분류성

능을보여주며, 표 2는모델크기및추론속도성능을

보여준다. Residual 블록을사용하는 ResNet50은오디
오의시간-주파수특징을추출하고많은수의레이어를
통해특징을학습하여가장높은분류성능을보여준다.

하지만 ResNet50은 심층 구조로 인해 다른 모델들과
비교하여크기가가장크다. MobileNetV2는모바일및

그림 1. 딥러닝 모델의 성능 평가를 위한 환경 구성
Fig. 1. Environment configuration for performance
analysis of deep learning model.

Model Accuracy F1-score Precision Recall

ResNet50 80.59% 0.798 0.801 0.759

MobileNetV2 55.43% 0.495 0.541 0.798

InceptionV2 55.48% 0.427 0.493 0.41

Stacked 50.16% 0.243 0.267 0.224

EfficientNet 60.44% 0.552 0.576 0.535

표 1. 서버 환경 기반 딥러닝 모델의 질병 분류 성능
Table 1. Disease classification performance based on
server environment.

Model Parameter Model size Inference time

ResNet50 23.53 M 90 MB 18.5 ms

MobileNetV2 2.24 M 8.75 MB 11.2 ms

InceptionV2 5.98M 22.8 MB 12.8 ms

Stacked 0.36 K 1.4 MB 9.9 ms

EfficientNet 2.45M 9.55 MB 35 ms

표 2. 모델 크기 및 추론 속도 성능 결과
Table 2. Performance result of model size and inference
time.
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임베디드 플랫폼을 위해 설계된 모델이다.

MobileNetV2는역잔차와선형병목현상에기반한아
키텍처를 사용한다. 이 모델은 감소된 파라미터 수와

모델크기를가지지만, 제한된채널용량으로인해복잡
한오디오시나리오에서 ResNet50에비해분류성능이
낮다. InceptionV2는모델복잡도를줄이기위해인셉

션블록을사용한다. 그러나 MobileNetV2보다더많은
매개변수와더큰모델크기를가짐에도불구하고, 심층
레이어에서오디오특징에대한인식및학습이제대로

이루어지지않아낮은성능을보여준다. Stacked는폐
호흡음 기반으로 질병 분류를 위한 경량화 모델이다.

Stacked는다른모데들과비교하여파라미터의수와모

델의크기가가장작은것을보여준다. 하지만 Stacked

는노이즈가포함된오디오데이터에서특징을인식및
학습에 대해 효율적이지 않아 낮은 성능을 보여준다.

EfficientNet은 다른 경량화 모델보다 더 높은 성능을
보이며, 이는모델의깊이, 너비, 해상도에따라확장하
기 때문이다. 그러나 이 모델은 영상 내 특정 지점에

집중하는 특성을 가지므로 성능이 낮다.

그림 2는 각 모델의 confusion matrix를 보여준다.

ResNet50은 건강한 사람, 만성 폐쇄성 폐질환, 폐렴,

천식과같이샘플수가많고특징이잘정의된클래스에
서높은정확도를보여준다. 그러나상기관지염, 기관지
염, 기관지확장증과같이증상이겹치는호흡기질환에

서 분류의 정확도가 낮다. 상기관지염과 만성 폐쇄성
폐질환그리고 폐렴과 상기관지염의 오분류는 상기도
감염의중첩된음향특징이있음을나타낸다. 특히, 폐

섬유증과천식은호흡음중천명음이부분적으로중첩
되어오분류가나타난다. MobileNetV2는천식과심부
전에대해낮은정확도를보여준다. 천식과심부전간

오류는심혈관/호흡기신호의경계모호성으로오분류
가나타난다. 또한, 데이터가부족한클래스는건강상태
또는심부전으로분류된것을보여준다. InceptionV2는

심부전, 천식, 건강에대해 오분류가 빈번하게 나타나
며, 상기관지염, 폐렴, 기관지염간에도오분류가발생
한다. ResNet50과 MobileNetV2와같이심혈관계와호

흡기계의음향신호특성에대한경계를인지하지못하
여오분류가발생하며, 질환간음향적특징중첩에의
한성능저하를보여준다. Stacked는천식과건강, 심부

전과천식, 폐렴과건강에대해정확하게분류하지못한
다. EfficientNet은건강상태클래스뿐만아니라만성폐
쇄성폐질환그리고천식과같이데이터가충분하고음

(a) ResNet50 (b) MobileNetV2 (c) InceptionV2

(d) Stacked (e) EfficientNet

그림 2. 서버 환경 기반 딥러닝 모델의 혼동 행렬
Fig. 2. Confusion matrix of deep learning model based on server environment.
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향적으로뚜렷하게구분되는클래스에대해높은정확

도를보여준다. 반면, 천식, 심부전, URTI 간에는증상

과 관련된 음향 특징이 유사하여 오분류가 높은 것을
보여준다. 또한, 기관지염, 흉막삼출, 그리고폐섬유

증은학습에사용되는데이터의수부족으로이클래스
들에 대한 분류 정확도가 낮게 나타난다.

표 3은 GPU 환경에서각기법의 p-value를나타낸

다. 각 기법의 p-value는 0.001보다 낮아 통계적으로
유의미하며, 이것은모델의성능이우연에의해발생했
을 가능성이 매우 낮음을 의미한다.

3.3 온디바이스 기반 딥러닝 모델 성능 평가
GPU 기반으로동작하는모델을온디바이스에서동

작시키기 위해 모델을 onnx 포맷으로 변한하여
UINT8로 양자화한다. 양자화된 모델을 Hailo-8에서

동작시키기 위해 hef 포맷으로 변환한다. 모델을 hef

포맷으로변환하는과정은 python 기반으로설계된모
델을온디바이스에서동작시키기위해 C 기반모델로

변환하는 과정을 포함한다. 이 과정에서 모델의 레이
어 제거 및 수정에 따른 변화가 발생하지 않았다. 표
4는 onnx 포맷변환에 따른각기법의 성능을 나타낸

다. 모든기법은 GPU 기반평가와유사한성능을보였
으나, 다소간의성능저하가관찰되었다. 이는기준모
델과 ONNX 모델모두 FLOAT32 정밀도로동작하지

만, 변환 과정에서 매개변수 스케일링에 따른 미세한
변동이발생하여 ONNX 모델이세밀한표현에 덜민
감하게 되기 때문이다.

표 5는 온디바이스 환경 기반 딥러닝 모델의 질병
분류성능을보여주며, 표 6은온디바이스에서의모델
크기및추론속도성능결과를보여준다. EfficientNet

은양자화이후분류성능이저하되었는데, 이는모델이
입력영상의제한된영역에집중하는경향을보여오디
오특징인식의전체적인정확도가감소하기때문이다.

InceptionV2와 Stacked 모델역시 8비트 양자화후성
능저하를보였다. 구체적으로, InceptionV2는 GPU 기
반성능대비 NPU 평가에서정확도가 6.47% 감소하였

으며, Stacked 모델은동일조건에서 2.29% 감소하였
다. 흥미롭게도, 정확도는낮아졌음에도불구하고두모
델모두 F1-score, precision, recall에서는향상을보였

다. 이러한결과는데이터셋에존재하는클래스불균형
때문으로 해석될 수 있다. 반면, ResNet50와
MobileNetV2는 GPU 대비 NPU에서 전반적인 성능

향상을 보였다. GPU 기반 학습 환경에서 부동소수점
모델은데이터가많은클래스에과도하게학습되어편
향된예측을초래하여성능이저하될수있다. 그러나

이러한 모델을 정수 기반 NPU에 양자화하여 배포할
경우, 수치적정밀도의감소가정규화역할을수행하여
과적학을완화하여성능을향상시킨다. 양자화는파라

미터의범위를압축하여질병분류에대한영향도를감
소시켜모델의민감도를낮춘다. 이것은클래스별편향
을완화하여모든클래스에대해균형잡힌추론을보여

준다.

Model P-value

ResNet50 1.80×10-70

MobileNetV2 1.69×10-5

InceptionV2 1.81×10-130

Stacked 2.78×10-106

EfficientNet 4.85×10-81

표 3. GPU 환경에서 각 기법의 p-value
Table 3. P-value of each scheme in GPU environment.

Model Accuracy F1-score Precision Recall

ResNet50 80.42% 0.781 0.788 0.78

MobileNetV2 55.24% 0.484 0.522 0.397

InceptionV2 54.36% 0.415 0.477 0.392

Stacked 50.02% 0.228 0.256 0.204

EfficientNet 60.26% 0.534 0.562 0.523

표 4. ONNX 포맷 기반 딥러닝 모델의 질병 분류 성능
Table 4. Disease classification performance based on
ONNX format.

Model Accuracy F1-score Precision Recall

ResNet50 89.41% 0.89 0.88 0.87

MobileNetV2 71.89% 0.66 0.73 0.66

InceptionV2 47.74% 0.42 0.41 0.36

Stacked 55.95% 0.28 0.24 0.32

EfficientNet 40.63% 0.273 0.45 0.265

표 5. 온디바이스 환경 기반 딥러닝 모델의 질병 분류 성능
Table 5. Disease classification performance based on
on-device environment.

Model Model size Inference time
ResNet50 37.6 MB 245.9 ms
MobileNetV2 3.8 MB 169.77 ms
InceptionV2 6.47 MB 150.27 ms
Stacked 835 KB 257.74 ms
EfficientNet 3.85 MB 166.84 ms

표 6. 온디바이스에서 모델 크기 및 추론 속도 성능 결과
Table 6. Performance result of model size and inference
time in on-device
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그림 3은온디바이스환경기반딥러닝모델의혼동
행렬을 나타낸다. 모든 모델은 서버 환경과 비교하여

오분류가나타나는클래스가같게나타나는것을확인
하였다. 하지만 InceptionNetV2는서버환경과비교하
여천식과만성폐쇄성폐질환에대한분류성능이높지

만, 심부전과건강클래스에대한분류정확도가낮다.

표 7은 NPU 환경에서각기법의 p-value를나타낸
다. 각기법의 p-value는양자화를진행하기이전과다

르지만 UNIT8 기반으로 모델이 양자 화되었을 때
p-value가 0.05보다낮으므로우연에의한성능변화가
아닌 것을 보여준다.

Model P-value

ResNet50 0.04

MobileNetV2 3.11×10-99

InceptionV2 0

Stacked 1.65×10-277

EfficientNet 0

표 7. NPU 환경에서 각 기법의 p-value
Table 7. P-value of each scheme in NPU environment.

Ⅳ. 결 론

본 연구에서는 폐 호흡음을 기반으로 질병 분류를
위한 AI 모델을서버환경과온디바이스환경에서각각

실행하고, 그 성능을 비교 및 분석하였다. 실험 결과,

온디바이스환경에서서버대비딥러닝모델의일부성
능 저하가 발생하였으나, 실시간 처리가 가능한 것을

확인하였다. 이러한결과는제한된자원에서도실용적
인 AI 기반질병탐지시스템을구현할수있는가능성
을보여준다. 또한모델의크기및정확도에따른상관

관계성을 가져 목적에 따라 적절한 모델 선택이 필요
하다.

향후연구에서는온디바이스환경에특화된경량모

델을직접설계하고제안함으로써성능과처리속도의
균형을더욱정교하게맞추는방향으로확장하고자한
다. 또한, 다양한 디바이스 환경에서의 일반화 성능을

추가적으로 검증할 예정이다.
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