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Deep Learning-Based Monitoring of Static Memory
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요 약

원전내의 사용되는 모듈을 포함하는 기기들은 U.S. NRC (Nuclear Regulatory Commission) 규제요건에 의해

동적 메모리가 아닌 정적 메모리를 사용하도록 규제하고 있다. 따라서, 본 연구에서는 정적 메모리의 사용도 변화

에 따른 정상/비정상 상태를 확인하기 위한 딥러닝 기반의 공격 감지 시스템을 제안한다. 제안된 시스템은 메모리

사용량에 대한 시계열 데이터를 MTF(Markov Transition Field)를 이용하여 시각화한다. LSTM Auto-Encoder(AE)

를 이용하여 공격을 감지하고, 이를 통해 재구성된 데이터를 시각화하여 공격 종류를 분류하는 모델을 제안하며

그 성능을 분석한다. 분석 결과 제안된 시스템이 정적 메모리 시스템에서의 공격에 대한 정확한 감지 및 분류를

수행함을 보여준다.

키워드 : LSTM 오토인코더, 사이버보안, 메모리 분석, 마르코프 전환, 합성곱 네트워크

Key Words : LSTM Auto-Encoder, Cyber Security, Memory Analysis, Markov Transition Field, CNN

ABSTRACT

The Device that include modules used within a nuclear power plant is regulated to employ static memory

rather than dynamic memory, as per the U.S. NRC (Nuclear Regulatory Commission) regulatory requirements.

Therefore, this research proposes a deep learning-based attack detection system to identify normal and abnormal

states in accordance with changes in static memory usage. The proposed system visualizes time-series data of

memory usage using Markov Transition Field (MTF) and employs LSTM Auto-Encoder (AE) for attack

detection. It further proposes a model to classify attack types by visualizing the reconstructed data and

analyzes its performance. The analysis results demonstrate that the proposed system effectively detects and

classifies attacks in static memory systems.
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Ⅰ. 서 론

오늘날점차적으로연결되고디지털화되는세상에
서 원자력 발전소와 같은 중요한 기반 시설 시스템은
정교한사이버위협에노출되고있다[1]. 한국원자력통

제기술원의자료에의하면국내원전에대한사이버공
격은 2018년부터 2022년 8월까지 918건발생했다. 이
들중대부분은원전홈페이지나 e메일시스템등업무

지원 시스템이 주요 공격 대상이었다. 그러나 실제로
2019년인도쿠단쿨람원전이악성코드에감염된사례
도발생했다. 해당사례는외부와단절된폐쇄망이므로

안전하다고생각한사회적통념에허를찌르는사건이
었고, 이에대해원전사이버보안규제기관은심층방
호체계를정립하여각필수기기들의등급부여를통해

관리하도록 하였다.

위사건과같은원전시스템에대한사이버공격은
운영장애에서부터안전및보안저해까지심각한결과

를야기할수있다. 따라서중요한국가시설을보호하
기위한견고한사이버공격메커니즘이필수적인상황
이다.

U.S. Reg. Guide 1.152 (Rev.3), “Criteria for Use

of Computers in Safety Systems of Nuclear Power

Plants”에서는 원전을 사이버 위협으로부터 보호하기

위해 Secure Develop ment and Operational

Environment (SDOE)에대한규제요건을정립하고있
으며, 중요기능을수행하는핵심장비및기기에는동

적메모리가아닌정적메모리를활용하도록규제하고
있다[2]. 이를위해기존의연구들에서는동적스케줄링
분석을통해충분한가용메모리가있는지를분석하여

보이는방법을활용하거나최소한몇개의프로그램들
을 일괄적으로 메모리에 상주시키는 메모리 폐쇄
(memory locking)를통해안전기능의신뢰성을유지

하고자하였다[3]. 그러나이러한방법들은정적메모리
를활용하는방안을제시하였으나안전기능의신뢰도
에영향을미칠수있는사이버위협에대한대응책은

제시하지않았고, 현재원전에대해관련한선행연구는
거의전무하다시피하다. 따라서본논문은원자력발전
소 내에서 사이버 공격 탐지를 강화하기 위한 새로운

접근방식으로이상탐지(Anomaly Detection) 기법을
활용하는 것을 제안한다.

이상탐지(Anomaly Detection)이란, 정상과비정상

으로구분되는상태를탐지하는것으로크게비지도이
상탐지(Unsupervised Anomaly Detection)와지도이
상 탐지(Supervised Anomaly Detection)로 구분된다.

이상탐지는시계열데이터분석, 기기상태검증, 이상

거래감지, 영상분석등다양한분야에서활용되고있으
며, 데이터종류에따라다양한접근법이존재하고있
다.

본연구에서는실제원전운전데이터의경우원자력
안전법[4]에의해활용이불가능하므로원전에서의이상
탐지를위해 Kaggle에서제공하는 ‘Malware Memory

Analysis’ 라는 Malware별메모리사용량분석자료를
참조하여필요한열들을수정하여작성한데이터셋을
활용하였다[5].

해당데이터는 CIC(Canadian Institute for Cyber se-

curity)에서 제공하는 자료이며, 산업계에서 일반적으
로사용하는 Malware의메모리점유율에대한데이터

셋이지만 원자력 발전소에서도 일반산업계에 사용하
는상용품들을안전기능을담당하는기기에활용하기
위한 방안으로 CGID(Com

mercial Grade Item Dedication)이라는평가제도를
국제 표준에 따라 EPRI TR-106439, “Guideline on

Evaluation and Acceptance of Commercial-Grade

Digital Equipment for Nuclear Safety Application[6]”

를 통해 제시하고 있으므로 해당 데이터 셋을 분석한
자료가원자력발전소내의안전기기에도적용이가능

할 것으로 판단된다.

규제기관에서특히강조하고있는안전기능을수행
하는주요기기에이와같은 Malware가침투되어적시

에해당기능이동작하지않는다면천문학적인재난비
용은물론인명피해가발생할수도있으므로이를위한
견고한 사이버 공격 감지가 필요하다.

본 연구의 주요 목표는 RNN(Recurrent Neural

Network)의일종인 LSTM(Long Short-Term Memory)

기반 Auto Encoder를활용한메모리이상탐지시스템

을제안하여원자력발전소내주요안전기기또는모
듈의 사이버 위협 감지기능 및 신뢰성을 제고시키는
것이다.

Ⅱ. 시스템 구성

그림 1은제안하고자하는사이버공격탐지시스템

의 개념도이다.

2.1 LSTM Auto-Encoder(LSTM AE)
LSTM AE[7]는 입력된 데이터를 재구성(복원)해내

는기능을가진알고리즘으로입력데이터인정상데이

터에대한특징을학습하고학습된모델에데이터를집
어넣었을때재구성한결과와정상특징과의차이점을
비교해 이상 여부를 판단할 수 있다.
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2.2 Markov Transition Field(MTF)
MTF Algorithm[8]은 이산화한 시계열 데이터의 전

이확률을나타내는알고리즘이다. MTF를구성하기위

해 주어진 시계열 데이터 집한 X를 값에 따라 Q개의
구간으로나눈뒤, 시간인덱스 t의시계열데이터값
x에맞는구간 q(j∈[1,Q])에배정한다. 시간축을따

라 1차마르코프체인방식으로 Q x Q 크기의가중치
인접 행렬 W를 구성한다.

w는 q구간에서 q구간으로 전이하는 빈도를 나

타낸다. W의각열의합을 1로정규화함으로서마르코
프전이매트릭스를구성할수있다. 이과정에서W는
각 X의 분포와 시간 인덱스 t에 대한 시간 종속성이

제거된다. 이러한W의정보손실을극복하기위해, 시
간순서를따라각확률을정렬하여 MTF를다음과같
이 정의한다.

MTF의 i행 j열값인 M     는시간인덱스 t일
때의데이터 값이 속한 구간 q에서시간 인덱스 t의
데이터값이속한구간 q로전이할확률로두시간의

차이(|i - j|)가 k인지점간전이확률을나타낸다. 구간의
너비가크면대부분의값을평균에가장가까운구간으
로집계하고, 구간의너비가작으면극한구간에서집계

되는 값이 적어진다.

위와같이 MTF 연산을통해구해진시계열이미지

는 pyts. image.MarkovTransi tionField API로구현되
며, pyts.image. MarkovTransitionField 클래스의 trans

from() 메서드는시계열데이터집합을입력으로받아

데이터 집합의 첫 번째 요소인 그라미안 각도 필드의
데이터로 구현된다.

2.3 LeNet-5 모델 구성
LSTM AE와 MTF를통해재구성한시각화된데이

터를활용하여학습을진행시키기위한모델로가장널
리알려진 CNN 모델중하나인 LeNet-5[9]의모델구성
을 조정하여 활용하였다.

2.4 이상 탐지
본 연구에서는 지도 학습으로 CNN의 일종인

LeNet-5와비지도학습으로 LSTM AE를사용하였다.그림 2. 가중치 인접 행렬 W의 구조
Fig. 2. Structure of Weight Adjacency Matrix W

그림 1. 제안하는 사이버 공격 탐지 개념도
Fig. 1. System Configuration

그림 3. MTF 행렬 M의 구조
Fig. 3. Structure of MTF Matrix M
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LSTM AE는 데이터의 라벨링이 필요하지 않으며,입
력데이터와출력데이터가유사한방향으로학습된다.

학습시인코더를통해입력데이터의특징을추출하

여 Hidden Layer를 거쳐 잠재공간(Latent space)으로
저장한후다른한부분인디코더에서원래의데이터를
복원하는과정을거친다. 보통복원하는과정에서손실

이발생하게되고, 이때문에복원된데이터와원본데
이터 사이에 간극이 생기게 된다. 최종적으로 학습이
종료된이후에는새로입력된데이터와원본데이터사

이에는주요하지않는특징들을제외시키고, 기존학습
원본 데이터와 유사한 방향으로 복원한다.

이때복원시계산되는 Reconstruction Error(RE)와

이를 통해 산출된 Anomaly Score(AS)값을 추가하여
재구성한각메모리데이터를MTF 과정을통해시각화
하고, 시각화된데이터를 CNN의일종인 LeNet-5로모

델을 학습하여 비정상 상태를 판별할 수 있다.

2.5 원전 계측제어시스템(MMIS)[10]

원전 계측제어시스템(MMIS-Man Machine Inter-

face System)은원전의상태를계측, 제어하고감시하

며보호하는원전의안전운전에있어핵심적인설비이
다. 원자력발전소전체의다양한변수또는시스템의
연속적인감시를통해기설정된운전범위이내로시스

템을 유지하는 기능을 수행한다.

(Fig. 4)는발전소보호계통의단일채널에대한단순
구성도이다. 발전소보호계통은 PLC (Programmable

Logic Controller)를통해감시되는변수의입력값을처
리하고, 원자로정지등의안전기능을수행한다. 이러
한발전소보호계통을구성하는 PLC는입출력기기, 메

모리, 통신모듈등다양한하부기기를감시및제어하

고, 안전필수기능을수행하는응용프로그램을실행시
키기위한실시한운영체제를탑재하고있다. 안전필수
계측제어시스템에 탑재되는 실시간 운영체제는 특히

결정론적성능특성을유지하기위하여정적메모리할
당기법을통해메모리및자원에대한접근시간제한
치를가질수있도록설계되고, 메모리예측가능성이

확보되도록 설계한다.

Ⅲ. 학습 프로세스

3.1 데이터 수집
본논문에서제안하는메모리이상탐지를통한사이

버공격감지를위해학습데이터는케글(Kaggle)에공

개된 ‘Malware Memory Analysis / CIC-MalMem-

2022' 자료를수정하여사용하였다. 해당데이터셋에는
정상상태(Benign)와비정상상태(Malware)의프로세

스별메모리사용정도가데이터화되어있고, 이에시
간데이터(Timestamp)열을추가하여로그파일과같이
변형하여 활용하였다.

3.2 데이터 구성
구현한 LSTM AE모델의 학습 및 시험을 위해 본

연구에서는 5만 8천여개의 55개프로세스데이터세트
를활용하여시계열데이터를생성하였다. 데이터는크

게 정상 데이터(Normal)과 비정상 데이터(Abnormal)

로구성하였고, 정상구간을 4개(Sn, Vn1, Vn2, Tn), 비
정상구간을 2개(VA, TA)로나누어학습에활용하였다.

학습용데이터( )는모델을학습하는데사용하는

데이터이다. 이데이터를활용하여정상구간의정보를
압축할수있도록모델을학습한다. 또한, 학습된모델

을활용하면특정데이터구간이입력으로들어왔을때
추론 과정을 통해 구간별 RE를 구할 수도 있다.

파라미터추정용데이터( )는 RE분포의파라미

터를추정하는데활용한다. RE가정규분포를따른다고
가정하고 정규분포의 파라미터 N(μ, ∑)를 Maximum

Likelihood Estima tion(MSE)을 활용하여 구한다. 이
후아래와같은식을활용하여각구간의비정상점수
(AS)를 계산할 수 있다.

[Anomaly Score 계산식]

         (1)

 : i지점의 비정상 점수
그림 4. 발전소 보호 시스템 단일 채널 구성도
Fig. 4. Power Plant Protection System Single Channel
Configuration Diagram
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이비정상점수( )가사용자가지정한 Threshold

()를상회하여 > 인이지점을비정상이라고정
의한다. 이와같은방법으로추론단계에서각지점및
구간의비정상여부를판단할수있다. 학습용데이터를

이용하여모델을학습하고, 파라미터추정데이터를활

용하여비정상을정의한뒤검증용데이터( ,  )

를활용하여정상과비정상구간을잘분류하는지확인

한다. 검증 데이터를 활용하여 최종 학습모델과 최종

파라미터를 도출한 뒤 테스트 데이터( ,  )에서

모델의 최종 성능을 도출한다.

3.3 모델훈련 과정  

인코더는 입력으로 n개의 연속한 벡터   ,   ,

… ,  를사용한다. 입력 는다변량데이터이므

로변수의개수 m개로구성된벡터( ∊ Rm)이다.
인코더는매단계의입력으로 x(t)와이전단계에서인코

더로부터받은은닉벡터인 
  을활용하여정보를

압축하고 다음 단계의 은닉 벡터인 
 를 생성한다.

이와같은방식으로인코더의마지막에단계에서생성

된 
 는특징벡터로부르며디코더의초기은닉벡

터로서 활용된다.

디코더는입력으로인코더에서생성한특징벡터를
받아원본데이터를역순으로재구성한다. 즉, 디코더는


 ,    , …, 

를차례로생성한다. 이때디코

더의매단계입력으로원본데이터의역순인   

과 이전 단계에서 디코더로부터 받은 은닉 벡터인


  을활용하여정보를압축하고다음단계의은닉

벡터인 
 를 생성한다. 다음 단계의 디코더에 은닉

벡터 
 를전달하기전에완전연결선형계층를통과

시켜 복원 데이터인 
   를 생성한다.

AE는이때입력인   ,   , … ,  와출력인


 , 
 , …, 

의 차이인 Mean Squared
Error(MSE)를 최소화하는 방향으로 학습한다.

AE는학습과정에서비정상데이터가없는정상데
이터만을 사용하고, 학습과정에서 디코더의 입력으로

원본입력데이터( ,   , … ,   )를 활용하는
교사 강요 기법을 적용한다.

[모델 학습 계산식]

∈   
 

  
 (2)

 : 정상 데이터

 : 원본 데이터(input)


 : i 지점의 복원된 데이터(output)

N : 입력 데이터 길이

학습과정과비교하여동일한점은인코더에서특징

벡터를생성하고디코더의초기은닉벡터로인코더의
특징벡터를사용한다는점이다. 차이점은디코더의입

력으로 원본 데이터(     )가 아닌 이전 단계의

디코더에서생성한복원된출력(
   )을사용한

다는 점이다.

[복원 오차 계산식]

    
 (3)

 : i지점의 복원 오차

MSE Loss를 이용하여 학습을 진행하였지만 추론
시에는 Mean Absolute Error (MAE)를 활용하였다.

3.4 데이터 재구성
학습과정과추론과정에의해생성된 RE값과 AS값

을새로운열로추가하여새로운데이터셋을구성하였
고, 이를각클래스별로구분한시계열데이터에대해

MTF의 API를활용하여이미지화하는작업을수행하
였다.

3.5 이미지 기반 이상탐지
재구성된데이터를활용하여각레이블클래스별이그림 5. 모델 프로세스

Fig. 5. Model Process
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미지분류를위해다음과같은일련의과정을수행하였
다.

이미지 데이터 셋을 수집하고 레이블 클래스

(Benign, Trojan, Spy, Ransom)으로 분류하여 지정하
였다. 이에 대한 이미지 데이터는 5분 단위의 시계열
데이터를묶어서이미지화하는과정을수행하였고, 이

미지 크기를 표준화하고 픽셀 값을 정규화 하였다.

데이터를 학습 세트와 검증 세트로 나누고, Data

Generator를활용하여생성한학습세트를사용하여모

델을훈련하고검증세트를사용하여모델의성능을평
가하였다.

기본적인 모델 구성은 가장 잘 알려진 CNN 구조

중하나인 LeNet-5의구성에서약간의튜닝과정을거
치는방식으로아키텍처를설계하였다. 아키텍처설계
단계에서구성한합성곱과풀링연산을통해이미지의

특징을 추출하고, 완전 연결 계층에서 이러한 특징을
기반으로클래스를분류하였고, 정의한손실함수를토
대로최적화알고리즘(Adam)을사용하여모델의가중

치를조정하면서손실을최소화하도록하였다. 모델의
테스트를위해 100개의테스트세트를사용하여분류
된 클래스의 정확도를 평가하였다.

Ⅳ. 성능 평가

4.1 이상상태 검출 결과
[Fig. 6]은 LSTM AE 모델의 이상 점수 분포값을

나타낸다. 입력값이 이상 상태인지 식별을 위한 이상
점수(AS) 계산에는데이터의평균값(Mean Value), 표

준편차값(Standard Deviation Value)을활용한마할라
노비스 거리 계산법을 사용하였다.

[마할라 노비스 거리 계산식]

       (4)

 : i지점의 AS

 : i지점의 복원 오차

 : 데이터의 평균

 : 데이터의 표준편차

또한, 테스트데이터를통해재구성손실을 계산
하고해당임계값을초과할경우이상상태로판별하였
으며, 이때 임계값은 정상 구간에서의 재구성 손실값

중최대값을기준으로설정하였다. 이는정상상태에서

발생가능한손실률의최대치를넘는경우를비정상으
로간주하기위한기준이며, 이상탐지민감도를조정할

수 있는 근거가 된다. [Fig. 6]의 이상 점수 분포에서

푸른색 배경은 원본 데이터상의 정상 구간을, 주황색
배경은비정상구간을나타낸다. 데이터셋의 2022년 4

월 21일시점부터사이버공격이시작되었음을메모리

분석을통해확인하였고, 이는원본데이터셋의내용과
도일치하였다. 그러나, 원본데이터상으로는비정상상
태임에도 이상 점수가 정상 구간과 큰 차이를 보이지

않아시각적으로구분이어려운부분이존재했다. 이러
한경우에도, 설정된임계값을초과하는데이터만을추
출해 분석한 결과, 차이는 미미했지만 이상 상태임을

명확히판단할수있었다. 이러한문제는임계값을보다
적절한최적값으로조정함으로써해결가능하며. 이를
통해탐지성능을개선할수있다. 또한, [Fig. 6]의결과

를 통해 Malware의 종류에 따라 메모리 분포 양상이
상이함을확인하였고, 메모리분포데이터만을활용하
여 Malware의 종류를 분류하였다.

4.2 이상점수에 따른 Malware 분류 결과
학습데이터는 MTFA를활용하여 ‘3.4 데이터재구

성’과같이이미지화하는작업을수행하였다. 테스트는
동일한모델에대해서 LSTM AE를거쳐생성된재구

성정보(RE와 AS) 데이터를포함하지않고, 메모리정
보만 가지고 MTFA를 한 결과와 재구성 정보를 모두
포함한결과를비교하여학습모델이개선되는정도를

평가한 결과는 (Table 1)와 같다.

[Table 1]의 학습 모델 결과와 같이 재구성 정보를
포함한 결과가 정확도 측면에서 약 5%정도 개선되는

것을확인할수있었고, 일반적으로딥러닝모델의주평
가지표로활용되는 precision, recall, f1-score만비교하
여 보았을 때에도 성능이 개선되었다.

또한, 재구성정보를포함하는것이 Vali dation Loss

의수렴도측면에서도 (Table 2)와같이개선됨을확인
할수있었다. 또한, [Table 2]의히트맵그래프는 100개

의테스트용이미지데이터를생성하여모델성능을테

그림 6. 이상 점수 분포
Fig. 6. Anomaly Score Distribution
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스트한 결과로 Error Image에서 보이는 차이와 같이
분류 오류율이 확연이 줄어듦을 알 수 있었다.

구 분
평가 지표 MTF

LSTM-AE
MTF

precision

0 1.00 1.00

1 0.92 1.00

2 0.89 0.86

3 0.68 0.90

recall

0 1.00 1.00

1 0.69 0.79

2 0.84 1.00

3 0.93 0.95

f1-score

0 1.00 1.00

1 0.79 0.88

2 0.86 0.92

3 0.79 0.93

accuracy 0.91 0.96

※ Benign(0), Ransom(1), Spy(2), Trojan(3)

표 1. 주요 평가 지표
Table 1. Main Evaluation Metric

MTF LSTM-AE+MTF

[Error Image] [Error Image]

표 2. 훈련 및 검증 결과
Table 2. Training and Validation Result

Ⅴ. 결 론

원자력 발전소의 경우 안전 기능을 담당하는
Category A 기능을수행하는기기에대해서는정적주
소 및 정적 메모리를 사용하는 것을 권고하고 있다.

본논문에서는이러한안전기능을수행하는기기들
의모듈혹은프로세스의메모리를분석하여사이버위
협의예방과조속한조치를위하여딥러닝기술의일환

인 LSTM AE 및 CNN 알고리즘그리고 MTF 시각화
알고리즘을 활용한 분석 모델을 제안하였다.

LSTM AE를이용하여이상감지시스템을구현하

였고사이버위협의종류분류를위해MTF 알고리즘과
CNN 모델을통해시각화하는방식을제안하였다. 실
험 결과 메모리 분포에 MTF와 CNN 모델을 적용한

결과는약 91%의정확도를도출하였으나검출연산시
생성한 AS와 RE데이터를활용하여분류한결과에서는
약 96%로 5% 정도의모델성능개선을확인할수있었

다. 따라서본논문에서제안하는방식을통해대상기
기의정적메모리상태를모니터링함으로서원자력발
전소의 사이버 위협 검출 및 분류에 효과적인 방법이

될수있음을실험을통해증명하였다. 향후원자력발
전소에서운영하는시뮬레이터의자료를활용할수있
다면 실적용성에 대한 연구를 진행할 예정이다.
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