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ABSTRACT

With the advancement of metaverse and virtual reality (VR) content technologies, the demand for point
cloud technology that precisely reproduces the real world is increasing. However, due to the large data size,
real-time transmission requires high bandwidth, which poses challenges for interaction-based applications. This
study builds a WebRTC-based real-time transmission system and compares the performance of three methods—
RDP, Protobuf, and Draco—in terms of encoding time, transmission delay, decoding time, received FPS, and
data size. Experimental results show that RDP achieved fast encoding and decoding speeds, Protobuf provided
balanced performance, and Draco achieved high compression efficiency and low transmission delay. Each
method exhibits different characteristics, confirming that a balanced choice between transmission efficiency and

real-time performance is essential for point cloud transmission.
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Algorithm 1 Real-time Point Cloud Generation and Transmission
Require: Azure Kinect DK, WebRTC Data Channel
Ensure: Real-time Point Cloud Transmission with Timestamp Synchronization
1: Initialize System
2: Establish WebRTC connection and configure data channel
3: Set up Kinect and prepare frame buffers
4: while WebRTC Data Channel is Open do
5 Step 1: Capture Data
6: Acquire RGB and Depth frames from Kinect
7 Step 2: Point Cloud Generation
8: Align RGB data to Depth space
9: Convert Depth image to 3D Point Cloud

10: for all valid points (u,v) in Depth image do
11: Compute 3D coordinates (X, Y, Z)

12: Assign corresponding color (R, G, B, A)
13: end for

14: Step 3: Data Serialization

15: Encode point cloud data

16: Step 4: Append Timestamp

17: Get current timestamp ¢

18: Attach ¢ to the serialized data

19: Step 5: Transmission

20: Send serialized data with timestamp over WebRTC Data Channel
21: Transmit "END” signal to mark frame completion

22: end while

23: Terminate Connection

24: Close WebRTC connection and release Kinect resources

g 2. A Z=o daEE
Fig. 2. Transmission Program Algorithm
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Algorithm 2 Real-time Point Cloud Reception and Rendering
Require: WebRTC Data Channel
Ensure: Continuous Reception, Processing, and Rendering of Point Cloud Data
1: Initialize WebRTC Connection
2: Establish WebSocket connection with the signaling server
3: Create WebRTC peer connection and configure data channel
1: Set up buffers for incoming point cloud data
5: while WebRTC Data Channel is Open do
6: Step 1: Receive Data Packet
T if Received Data == "END” then
8: Step 2: Reconstruct Full Point Cloud
9: Deserialize received data
10: Extract and process point cloud information
11: Clear received data buffer
12: else
13: Store received packet in buffer
14: end if
15: end while
16: Step 3: Parse and Extract Point Cloud Data
17: for all Points ¢ in received data do
18: Extract 3D coordinates (X;, Y, Z;)
19: Extract color values (R;, G, B, A;)
20: end for

21: Step 4: Render Point Cloud
22: Update mesh vertices and colors with extracted data
23: Recalculate mesh bounds for optimal rendering

7 6. Al ZRaql daelE
Fig. 6. Reception Program Algorithm
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