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Ⅰ. Introduction

Traffic violations by motorcycles significantly

threaten road safety, increasing the demand for tech-

nologies capable of real-time detection[1]. Existing

traffic detection systems primarily rely on stationary

CCTV or single-frame-based object detection, limiting

their ability to accurately capture context-dependent

behaviors such as signal violations or centerline cross-

ing[2,3].

Due to their smaller size and higher maneuver-

ability compared to vehicles, motorcycles present un-

predictable and irregular trajectories, making conven-

tional vehicle detection methods unsuitable.

Single-frame position data alone often leads to false

positives or missed detections, necessitating time-ser-

ies analysis[2]. This paper proposes a motorcycle traf-

fic violation detection system combining

YOLOv11-N(a lightweight variant of the YOLO fam-

ily) for object detection and MobileViT-based

time-series analysis.

The proposed system processes real-time footage

from motorcycle-mounted blackbox cameras in-

dependently, without external infrastructure, to ana-
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lyze violations during driving. The system recognizes

key road elements such as traffic lights, stop lines,

centerlines, and crosswalks to determine three types

of violations: signal violations, centerline crossings,

and crosswalk violation. Violation conditions are set

based on the Road Traffic Act, utilizing traffic signal

status, vehicle position, and movement trajectory.

YOLO rapidly detects objects, while MobileViT

analyzes temporal visual changes across frames, re-

ducing false positives caused by instantaneous de-

tection failures or temporary scenarios. The modular

system is based on ROS 2 and operates in real-time

on embedded environments like Jetson Orin. Each

function runs as an independent node optimized for

embedded scenarios, with violation information stored

in standard JSON and CSV formats for subsequent

analysis or integration with cloud-based monitoring

systems[4].

Real motorcycle blackbox video data was used for

training and evaluation, enhancing detection general-

izability across various environments including

day/night and urban/rural conditions.

The paper is structured as follows: Section 2 pro-

vides an overview of the system and its components;

Section 3 describes the ROS 2 environment, hardware

setup, and data training processes; Section 4 details

implementation of the violation detection algorithm

using YOLO and MobileViT; and Section 5 presents

experimental results and future tasks.

Ⅱ. Related Work 

2.1 Motorcycle Violation Detection
Early traffic-violation studies rely on fixed roadside

cameras; red-light or stop-line violations are detected

with Faster R-CNN or YOLOv3[2]. Such static view-

points miss violations occurring outside the field of

view and are prone to occlusion. Motorcycle detection

is even harder because of a narrow silhouette, sudden

lane changes, and lane-splitting. Lim et al[3]. used sta-

tionary CCTV to analyse two-wheeler behaviour, but

their system cannot capture rider-centric violations in

a first-person view (e.g., crossing a centerline in dense

traffic). RideSafe-400 and similar datasets focus on

helmet use; they supply single frontal images only,

contain no sequential context, and therefore cannot

model time-dependent offences such as prolonged

crosswalk occupancy. In-vehicle, first-person datasets

for motorcycles remain scarce, creating a clear need

for an onboard solution that continuously tracks the

rider’s trajectory without roadside infrastructure.

2.2 Lightweight Temporal Reasoning
Detecting violations that unfold over several sec-

onds (e.g., lingering on a crosswalk or late signal pas-

sage) requires temporal reasoning. Heavy 3D-CNNs

(approximately 6–15 GFLOPS for 224×224 clips)

and ConvLSTM stacks incur hundreds of megabytes

of parameters, exceeding the 10–15 W power and

30 fps latency budgets of edge devices such as Jetson

Orin NX. Corsel et al[5]. combine YOLOv5 with a

ConvLSTM head for tiny-object tracking, but their in-

ference speed drops below 5 fps on an RTX 2080

and remains unreported on embedded hardware.

MobileViT[6] introduces Transformer self-attention

at only ~300 MFLOPS and 5 MB of weights, enabling

frame-wise features to be fused across time with mo-

bile-level cost. When paired with extreme-lightweight

detectors such as YOLOv5s or YOLOv11-N ― each

operating at <10 ms per frame on Jetson-class de-

vices[7] ― the full pipeline sustains >25 fps while

processing 4–6-frame clips in a sliding window, mak-

ing real-time, on-device temporal reasoning practical

without additional training epochs or large memory

overhead.

Despite these advances, published evaluations re-

main limited to static traffic scenes or car-mounted

front-view datasets. No prior work, to our knowledge,

benchmarks a MobileViT-YOLO hybrid on first-per-

son motorcycle footage or validates generalisation on

publicly released dashcam videos. Consequently, the

effectiveness of embedded temporal models in highly

dynamic, rider-centric scenarios is still largely un-

verified ― an empirical gap addressed by the present

study.

Ⅲ. System

3.1 System Overview 
The system aims for real-time detection and analy-
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sis of motorcycle traffic violations, divided into two

key processes: acquiring driving information and eval-

uating violations. Fig. 1 illustrates the overall

structure.

An RGB camera (Intel RealSense D435i) installed

on motorcycles captures real-time video, sending it

to a Jetson Orin NX embedded board, which performs

object detection and violation analysis.

Upon receiving video data, YOLO detects key road

elements such as traffic lights, stop lines, crosswalks,

and centerlines. Vehicle and pedestrian traffic lights

are classified separately to avoid detection confusion.

Objects relevant to each violation type are detailed

in Table 1.

While the YOLO-based detection method enables

rapid identification of individual objects on a

per-frame basis, it is limited in its ability to accurately

determine violation scenarios that require temporal

continuity[5]. To address this limitation, the proposed

study employs MobileViT, a lightweight version of

the Vision Transformer (ViT) known for its spatio-

temporal feature analysis capabilities. MobileViT re-

ceives sequences of Regions of Interest (ROIs) ex-

tracted from the bounding boxes detected by YOLO

across consecutive frames, and efficiently analyzes

object state transitions and movement trajectories.

This approach facilitates the detection of tempo-

rally-dependent violations such as signal violations

and crosswalk violation[8].

In particular, the use of a computationally opti-

mized MobileViT model ensures real-time perform-

ance and high-accuracy violation detection, even in

embedded environments such as the Jetson Orin NX.

The final violation results are recorded in both JSON

and CSV formats, including timestamp, location, and

type of each violation event. These records can be

further utilized for downstream analysis, integration

with web services, or cloud-based monitoring sys-

tems[7].

The system is built upon the ROS 2 framework

and performs real-time data processing and violation

determination through inter-node message

communication. Each module is designed to operate

independently, enhancing maintainability and

scalability.

3.2 ROS 2-Based System Flow and 
Architecture

The system is built upon the publisher-subscriber

architecture of ROS 2, with each function im-

plemented as an independent node running in parallel.

The /camera node publishes real-time driving video,

which is received by the yolo_node for object

detection. The detection results are then published to

the /yolo/detections topic.

The outputs from object detection are processed in

parallel by the violation_detector and tracking_node.

The violation_detector handles frame-based violations

that can be immediately determined, such as signal

violations and stop line overruns. In contrast, the

tracking_node detects cumulative violations over

time, such as crosswalk violation and centerline cross-

ing, based on the positional tracking of objects across

consecutive frames.

Detected violations are forwarded to the de-

bug_node, where they are visualized, logged in JSON

Table 1. Object classes used for type of violation

Fig. 1. Overall structure of the proposed system
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and CSV formats, or passed on for further processing.

All nodes are interconnected via message topics, and

the data flow is designed to maintain stable real-time

processing. The complete system architecture in Fig. 2.

3.3 Dataset Construction and Training
A dataset for traffic violation detection is con-

structed using real motorcycle driving footage. A total

of 40 minutes of blackbox video is divided into in-

dividual frames at 30 fps, and brightness adjust-

ment-based augmentation is applied to improve ro-

bustness under varying lighting conditions. This proc-

ess yields 14,392 image samples.

YOLOv11-N is used as the object detection model.

Training runs for 100 epochs with a batch size of 8,

using the training and validation sets. The dataset is

split into training, validation, and test subsets in a

7:2:1 ratio, as summarized in Table 2.

The trained model achieves 91% precision, 88%

recall, and 90.5% mAP@0.5. Most classes are de-

tected reliably, but some misclassifications occur in

visually similar background elements. Fig. 3 shows

the class-wise confusion matrix, where most catego-

ries exceed 0.9 recall, except for traffic light yellow

(0.50) and green (0.78), which show lower perform-

ance due to class imbalance and visual similarity.

Fig. 4 illustrates the training process All loss val-

ues, including box loss and classification loss, steadily

Fig. 2. ROS node and topic architecture used in the system

Table 2. Dataset composition

Fig. 3. Normalized confusion matrix

Fig. 4. Loss and mAP curves over epochs
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decrease across 100 epochs. No significant overfitting

is observed, as validation losses closely follow the

training trends. The mAP@0.5 and mAP@0.5:0.95

metrics also show consistent improvement, confirming

the model's stable convergence and learning

effectiveness.

3.4 Algorithm Implementation
The violation determination algorithm of the pro-

posed system is structured as shown in the

pseudocode. The system first detects objects in each

frame using YOLO and extracts the bounding box re-

gions (Regions of Interest, ROIs) of the detected

objects. These ROIs are organized into sequences of

a fixed length and passed as input to the MobileViT

model. MobileViT analyzes the changes in object

states and movement trajectories across consecutive

frames to determine whether a traffic violation has

occurred. The final violation results are stored in both

JSON and CSV formats.

The algorithm detects objects in each frame and

performs time-series analysis using MobileViT based

on the ROI information extracted from the detected

objects. MobileViT continuously learns changes in

object positions and states across frames to determine

traffic violations by considering temporal context,

such as the relative position changes between traffic

lights and vehicles. When the computed violation

probability exceeds a predefined confidence threshold,

the system immediately records the violation. These

records are stored in both JSON and CSV formats

for subsequent processing.

3.4.1 signal violation detection

According to Article 5 of the Road Traffic Act,

it is considered a violation if a vehicle passes beyond

the stop line during a red signal. YOLO is used to

detect vehicles, traffic lights, and stop lines, and the

nearest traffic light relative to the vehicle is used as

the reference for judgment. Even in cases of mo-

mentary detection failure or when the traffic light is

outside the frame, MobileViT performs time-series

analysis of the vehicle’s position relative to the stop

line and the signal state to determine whether a viola-

tion has occurred.

3.4.2 crosswalk violation detection

According to Article 27 of the Road Traffic Act,

prolonged driving within a crosswalk zone is a

violation. Temporary or vertical crossings are

excluded. MobileViT determines violations by analyz-

ing how long the vehicle occupies the crosswalk

across frames.

3.4.3 centerline crossing detection

According to Article 13 of the Road Traffic Act,

crossing over a yellow solid centerline into the oppo-

site lane constitutes a violation. The system immedi-

ately determines a violation when a vehicle enters this

restricted zone, and MobileViT ensures accurate de-

tection even for brief incursions.

3.5 Application of MobileViT
While YOLO enables rapid object detection, its re-

liance on single-frame information limits its effective-

ness in determining violations that require temporal

context[5]. For instance, a red traffic light may be suc-

cessfully detected immediately after a vehicle passes

the stop line; however, if the stop line is not detected

in that specific frame, the system may fail to identify

the signal violation.

To address this limitation, MobileViT, a light-

weight version of the Vision Transformer (ViT), is

applied. MobileViT combines the local feature ex-
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traction capabilities of CNNs with the spatiotemporal

context modeling of Transformers to learn changes in

object states and movement patterns across consec-

utive frames. When a fixed-length sequence of ROIs

detected by YOLO is provided as input, MobileViT

can make precise judgments by jointly considering ve-

hicle movements and traffic signal changes[6].

To ensure real-time operation in embedded envi-

ronments such as Jetson Orin, a pretrained MobileViT

model is used without additional fine-tuning. The

model operates with an input resolution of 256×256

and processes a fixed-length sequence of five frames.

Each frame is cropped to include YOLO-detected

ROIs before being passed into MobileViT. This setup

minimizes computational overhead while enabling ro-

bust temporal reasoning in violation scenarios such

as signal and crosswalk violations. In particular, cross-

walk violations are only determined when a vehicle

remains in the crosswalk area for a certain duration,

and MobileViT helps reduce false positives by captur-

ing sustained behavioral patterns while ignoring tran-

sient events

Ⅳ. Experiments

4.1 Hardware and System Environment
The proposed system was implemented in an em-

bedded environment for real-time traffic violation

detection. The hardware specifications are summar-

ized in the table below. An Intel RealSense D435i

camera is mounted on the vehicle to capture driving

video, and real-time analysis is performed on a Jetson

Orin NX embedded board. The system operates on

Ubuntu 22.04 with ROS 2 Humble, based on JetPack 6.

4.2 Detection Performance Analysis
To evaluate detection performance, two types of

data sources were used: self-collected blackbox foot-

age and publicly available online dashcam videos. The

self-collected data consists of 75 minutes of driving

footage, including 30 minutes in urban areas and 45

minutes in rural areas, recorded under both day and

night conditions. Due to the inherent limitations in

collecting real-world violation data such as legal con-

straints and safety concerns, publicly available dash-

cam videos were additionally used to supplement the

evaluation and validate the generalizability of the sys-

tem[10].

Traffic violation detection was conducted using the

YOLO and MobileViT-based system, and the de-

tection performance was assessed by comparing the

Fig. 5. Example of a red light being detected while the
stop line is missed after vehicle passage

Table 3. Hardware specifications

Fig. 6. Example of violation detection result on real
driving footage



The Journal of Korean Institute of Communications and Information Sciences '25-12 Vol.50 No.12

1828

number of actual violations with the number of viola-

tions detected by the system.

Table 4 summarizes the number of actual traffic

violations identified during the dataset construction

process. These values represent the ground truth oc-

currences used to evaluate the detection performance.

Table 5 presents the comparative detection results

for both the self-collected and external datasets, using

the standalone YOLO and the combined

YOLO+MobileViT models.

The YOLO+MobileViT model outperformed the

standalone YOLO model across both dataset

categories. For the self-collected footage,

YOLO+MobileViT reached an average detection ac-

curacy of 94.1% versus 78.8% for YOLO. On publicly

available dashcam videos, the combined model ach-

ieved 91.0% accuracy, compared with 74.6% for

YOLO. Overall, across all 185 ground-truth viola-

tions, YOLO+MobileViT attained an average accu-

racy of 93.5%, reducing missed detections by more

than 50% relative to YOLO. Accordingly, it out-

performed the standalone YOLO model in all major

detection metrics, including precision, recall, and

F1-score, as summarized in Table 6.

As shown in the figure below, the detection results

are stored in both JSON and CSV formats, including

information such as the timestamp, violation type, and

location of each event.

The proposed system demonstrated robust detection

performance under various conditions. The in-

corporation of temporal information through

MobileViT significantly contributed to reducing

missed detections compared to the YOLO-only model.

Ⅴ. Conclusion

This paper proposed a real-time traffic violation de-

tection system for motorcycles, based on object de-

tection and temporal analysis. The system combines

YOLO-based detection of key road elements with

MobileViT-based time-series analysis to identify vio-

lations such as stop line overruns, centerline crossings,

and crosswalk violation.

Each functional component of the system is im-

plemented as a separate ROS 2 node to ensure re-

al-time operation, and the architecture is designed to

run reliably on embedded platforms such as Jetson

Orin NX. The violation detection results are stored

in JSON and CSV formats, enabling subsequent anal-

ysis and integration with real-time services.

Through experiments on both self-collected black-

box footage and publicly available dashcam videos,

the proposed system achieved an average detection ac-

curacy of 93.5% (94.1% on self-collected data and

91.0% on external footage). The inclusion of

Table 4. Ground truth violation counts

Table 5. Detection results by environment and model
type

Table 6. Comparison of Precision, Recall, and F1-score

Fig. 7. Example of saved detection results: JSON format
(left) and CSV format (right)
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MobileViT for temporal context analysis reduced

missed detections by more than 50% compared with

single-frame YOLO inference and maintained robust

performance across day-night and urban-rural

scenarios.

Future work will focus on expanding the system

to support a wider variety of road types and integrat-

ing it with online visualization platforms to enhance

applicability in broader operational scenarios.
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