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요 약

사이버 공격이 점점 정교해짐에 따라 네트워크 트래픽을 기반으로 악성 행위를 탐지하는 기술의 중요성이 증가

하고 있다. 최근에는 네트워크 트래픽을 Grayscale 또는 RGB 이미지로 변환한 후, 딥러닝 모델을 활용해 이를 분

류하는 이미지 기반 탐지 기법이 주목받고 있다. 본 논문은 이러한 기법들을 모델 구조(CNN, CNN-LSTM, GAN,

GNN 등), 이미지 처리 방식, IoT 환경 등 대상 조건, 실험 설정에 따라 체계적으로 분류·분석하였다. 또한, 학습

되지 않은 공격을 탐지하기 위한 OSR(Open-set Recognition) 기반 기법도 함께 고찰하였다. 본 연구는 다양한 전

처리 전략과 이미지화 방식, OSR 적용 사례를 종합적으로 정리하고, IoT 환경에 적합한 경량화, 실시간 처리, 프

로토콜 독립성 확보, 고도화된 OSR 기법 등 향후 연구 방향을 제시한다.

키워드 : 악성코드 트래픽 탐지, 악성 트래픽 탐지, 이미지 기반 분류

Key Words : Malware Traffic Detection, Malicious Traffic Detection, Image-Based Classification

ABSTRACT

As cyberattacks grow more sophisticated, detecting malicious behavior through network traffic has become

increasingly critical. Recently, image-based detection approaches that convert raw network traffic into grayscale

or RGB images for deep learning classification have gained attention. This paper provides a structured survey

on such methods, categorizing existing research by model architecture (e.g., CNN, CNN-LSTM, GAN, GNN),

image processing techniques, target environments such as IoT, and evaluation settings. We also examine

open-set recognition (OSR) approaches aimed at identifying previously unseen attacks. By analyzing

preprocessing strategies, image encoding methods, and OSR applications, this study outlines key limitations of

current research and discusses future directions, including lightweight modeling for IoT, real-time performance,

protocol independence, and enhanced OSR techniques.
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Ⅰ. 서 론

인터넷과디지털서비스의확산으로사이버공격은
빈도와 정교함이 증가하고 있으며, 이는 산업 전반과
일상에 심각한 보안 위협을 초래하고 있다[1]. 특히,

ChatGPT와같은생성형인공지능기술의발전으로일
반사용자도손쉽게공격을시도할수있는환경이조성
되면서위협수준은더욱높아지고있다. 이에따라악

성행위를조기에탐지하고대응하기위한네트워크기
반 보안 기술의 중요성이 부각되고 있다.

기존의 트래픽 기반 탐지 기법은 포트 기반 탐지,

심층 패킷 검사, 통계 기반 탐지로 구분된다[2]. 이 중
시그니처기반방식인포트기반및패킷검사는알려진
공격에는효과적이나, 암호화된트래픽분석과시그니

처관리측면에서한계를지닌다. 통계기반탐지기법
은암호화된트래픽에도적용가능하지만, 공격자의패
턴조작에취약하며새로운공격유형에대한유연성이

부족하다. 이러한한계를극복하기위해최근에는딥러
닝기반의자동화된탐지기법이주목받고있다. 특히,

네트워크트래픽을이미지로변환하고 CNN 등딥러닝

모델로 학습하는 방식은 수동 특징 설계 없이도 높은
탐지성능을 보여활발히 연구되고 있다[3]. 본 논문은
이미지기반악성트래픽탐지기법을데이터셋, 이미지

처리방식, 모델구조, 탐지성능등의측면에서체계적
으로비교·분석한다. 특히기존의이진분류중심에서
다중분류및 Open-set Recognition(OSR) 기반탐지로

확장되는최근흐름에주목하며, 각기법의한계와실제
적용 가능성을 고찰하고 향후 연구 방향을 제시한다.

본논문의구성은다음과같다. 본논문은제2장에서

주요 데이터셋을, 제3장에서 트래픽의 이미지화 방식
을, 제4장에서딥러닝기반탐지구조와성능을다룬다.

제5장에서는기존연구의한계와과제를, 제6장에서결
론을 제시한다.

Ⅱ. 악성 트래픽 데이터 셋

이미지기반트래픽분석에는일반적으로 pcap 형식
의원본네트워크트래픽이사용된다. 일부연구는실험

환경에서트래픽을직접수집하기도하지만, 대부분은
연구목적에부합하는공개데이터셋을활용한다. 이러
한데이터셋은생성방식과탐지대상에따라악성코드

트래픽, 악성트래픽, 암호화트래픽등으로구분된다.

예를들어, 악성코드탐지를목표로하는경우에는악성
코드실행중발생한트래픽을포함한 ‘악성코드트래

픽’이사용되며, 특정공격행위를탐지하려는경우에
는다양한공격시나리오가반영된 ‘악성트래픽’ 데이
터셋이적합하다. 암호화환경에서의분석을목표로하

는연구에는 ‘암호화트래픽’ 데이터셋이활용된다. 이
처럼데이터셋의유형은연구목적과탐지대상에따라
달라지며, 본장에서는이미지기반탐지연구에서널리

사용되는대표적인데이터셋들을세가지범주로나누
어 소개한다.

2.1 악성코드 트래픽 데이터셋
ISOT HTTP Botnet Dataset[4]은 HTTP 기반 C&C

통신을수행하는 Zeus 봇넷트래픽과정상웹트래픽을
포함해, DNS 기반 봇넷 탐지 연구에 적합하다.

Malware Capture Facility Project (MCFP)[5]는 Zeus,

Sality, Conficker 등 다양한 악성코드를 실제 실행해
생성된트래픽을수집한데이터셋으로, C&C 통신, 스
팸발송, 정보탈취등다양한공격시나리오를포함하

며, 각 세션은 악성 트래픽 중심으로 구성된다.

Dataset Data Type Collection Environment Collection Method Application

ISOT HTTP
Botnet Dataset[4]

DNS traffic from
HTTP-based botnets and

benign application
Windows XP/7 VMs

Monitored DNS requests
to custom DNS and

C&C servers

DNS-based botnet C&C
detection

MCFP[5]
Network traffic from

malware
Virtual Machines

Captured traffic from
malware using tcpdump
and other analysis tools

Behavioral analysis of
malware communication

patterns

CICAndMal’17[6]

Android traffic from
malicious apps

(42 families in 4
categories)

Real Android
smartphones
(Nexus 4/5)

Captured during app
lifecycle using

CICFlowMeter, later
extended to include

permissions, intents, and
API call sequences.

Android malware
detection, category
classification using

multi-source features

표 1. 데이터셋 비교
Table 1. Comparison of datasets
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Dataset Data Type Collection Environment Collection Method Application

CICInves
AndMal’19[7]

Android traffic from
malicious apps

(42 families in 4
categories)

Real Android
smartphones
(Nexus 4/5)

Captured API call
sequences and

aggregated network flow
features

Android malware
classification using

network and behavioral
API features

CICMalDorid
2020[8]

Android traffic from
malicious apps
(5 categories)

Android VMs
(CopperDroid sandbox)

Captured system calls,
binder calls, composite
behaviors, and network

traffic

Behavioral profiling and
malware category
analysis based on
dynamic behaviors

NSL-KDD[9]
TCP network traffic

from attack connections
Simulated military LAN
(U.S. Air Force LAN)

Processed from raw
TCP dump data

collected

Detection and
Calssification of

malicious TCP flows

ISCXIDS2012[10]
TCP traffic from

multi-stage attacks across
multiple protocols

Windows XP SP1,2,3/7
VMs

Generated normal traffic
using user behavior

profiles and executed
multi-stage attack

scenarios

Multi-stage attack
detection

CTU-13[11]
Network traffic from

botnet malware
Windows XP SP2 VM

Captured botnet traffic
by executing malware in

bridged VMs and
labeling NetFlows

Botnet traffic
classification by attack

type

UNSW-NB15[12]
Network traffic from
CVE-based synthetic

attacks

Virtual servers and
routers with IXIA

PerfectStorm

Generated normal and
attack traffic using

IXIA; captured with
tcpdump and processed

with Argus and Bro-IDS

Detection multi-protocol
attack scenarios

CICIDS’17[13]
Network traffic from 7

attack types
Real network with

Windows, Linux, macOS

Captured full packet
data and labeled flows
using CICFlowMeter

Intrusion detection of
network attacks using

flow-based data

CICIDS’18[13]

Realistic enterprise
network traffic and
profile-based benign

behavior

AWS-based network
using Windows 8.1/10,

Ubuntu

Collected PCAP and
system logs and

extracted flow features
using CICFlowMeter-V3

Anomaly detection in a
multi-subnet enterprise

setting

CICDDoS’19[14]
Network traffic from

DDoS attacks

Ubuntu server, Windows
7~10, and Fortinet

firewall

Captured PCAP in LAN
testbed and extracted
flow features using
CICFlowMeter-V3

Detection DDoS attack

CICIoT’22[15]

Network traffic from
IoT devices under Flood
and RTSP Brute Force

attacks

Real IoT lab with 60
devices

(attacks on selected
devices)

Captured attack traffic
using Wireshark,

dumpcap, and
protocol-specific sniffers

during controlled
experiments

Detection and analysis
of protocol-specific

attacks in IoT

CICIoT’23[16]

Network traffic form
IoT devices under 33
types of large-scale

attacks

Real IoT lab with 105
devices

Captured traffic using
Wireshark and network

TAP, and extracted
features with DPKT

Intrusion detection and
classification of

large-scale IoT attacks

ISCX
VPN-nonVPN[17]

Labeled encrypted and
VPN traffic across 7
application categories

Lab environment with
OpenVPN

Collected traffic with
tcpdump and labeled

using ISCXFlowMeter

Flow-based classification
of VPN and encrypted

application traffic
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CICAndMal2017[6]은안드로이드악성코드탐지를목
적으로제작된데이터셋으로, 총 42개악성코드패밀리
를 Adware, Ransomware, Scareware, SMS의 4가지유

형으로분류하였다. 실제스마트폰에악성앱을설치해
수집한트래픽을기반으로하며, 이후연구에서는시스
템로그, API 호출, CPU 사용량등정적및동적특성

도 포함되었다. CICInvesAndMal2019[7]는 동일한 악
성코드패밀리를포함하되, 네트워크플로우와 API 호
출시퀀스를중심으로특징을추출한데이터셋이다. 마

지막으로, CICMalDroid2020[8]은 Adware, Banking,

SMS, Riskware, Benign의 5개유형을포함하며, VMI

기반의 CopperDroid 도구를통해앱실행중발생하는

시스템호출과네트워크트래픽을수집한정적·동적정
보 기반의 데이터셋이다.

2.2 악성 트래픽 데이터셋
NSL-KDD[9]는 KDD Cup 1999 데이터셋의중복및

불균형 문제를 개선한 트래픽 데이터셋으로, DoS,

R2L, U2R, Probe의 4가지 공격 유형과 하나의 정상
클래스를포함한다. ISCXIDS2012[10]는가상네트워크

환경에서 7일간정상트래픽과 7가지공격유형(Brute

Force SSH, DDoS, DoS, HTTP DoS, Infiltrating,

Botnet, SQL Injection)을 수집하였으며, 현실적인 다

단계공격시나리오를반영한다. CTU-13[11]은봇넷탐
지용대표데이터셋으로, 13개시나리오기반의트래픽
을제공하며, DDoS, 스팸, 포트스캐닝등의공격유형

을 포함한다. UNSW-NB15[12]는 IXIA PerfectStorm

도구로 생성된 트래픽을 기반으로 하며, Fuzzers,

Analysis, Backdoor 등 CVE 기반 9가지공격유형을

포함한다. CICIDS2017[13]은 CICFlowMeter 도구를통
해 80개의트래픽특성을추출하고, Pcap 및 CSV 형식
으로제공된다. Brute Force, Heartbleed, Botnet, DoS,

DDoS, Web Attack, Infiltration 등 7가지공격유형이

포함된다. CSE-CIC-IDS2018[13]은 CICIDS2017의확
장판으로, AWS 기반가상환경에서실제기업네트워

크를 시뮬레이션하여 수집되었다. Brute Force,

Heartbleed, Botnet, DoS, DDoS, Web Attack,

Infiltration 등 7가지공격이 포함되며, 사용자프로파

일기반트래픽을반영한다. CICFlowMeter-V3를활용
하여 84개의 플로우 기반 특성을 추출하고, Pcap 및
CSV 형식으로제공된다. CIC-DDoS2019[14]는 DDoS

탐지에 특화된 데이터셋으로, TCP/UDP, HTTP

Flooding, SYN Flooding, DNS, MSSQL, LDAP 등
다양한 서비스 기반 공격 유형을 포함한다.

CICIoT2022[15]는실제 IoT 기기를대상으로 Flood 및
RTSP Brute Force 공격을수행하여트래픽을수집한
데이터셋이다. 마지막으로, CICIoT2023[16]은 105개

IoT 기기를활용한대규모실험환경에서 33가지공격
을수행하고, 이를 DDoS, DoS, Reconnaissance, Web

기반공격, Brute Force, Spoofing, Mirai의 7개범주로

분류하였다.

2.3 암호화 트래픽 데이터셋
ISCX VPN-nonVPN[17]은암호화된트래픽분석및

VPN 식별 연구를 위해 구축된 데이터셋으로,

YouTube, Facebook, Skype, Gmail, Netflix 등다양한
애플리케이션의트래픽을 VPN 적용여부에따라수집
하였다. OpenVPN, L2TP, PPTP 등여러 VPN 프로토

콜이 포함된다.

Ⅲ. 트래픽 이미지화 기법

본장에서는네트워크트래픽을이미지형태로변환
하는기법을설명한다. 일반적으로네트워크트래픽은
pcap 형식으로 수집되며, 이미지로 변환하기 전 여러

단계의전처리가필요하다. 트래픽이미지화방식은크
게 Grayscale 이미지화와 RGB 이미지화로 구분되며,

그림 1은 전체 과정을 시각화한 것이다.

3.1 네트워크 트래픽 전처리
트래픽이미지화를위해서는수집된 pcap 데이터를

분할, 정제, 정규화하는전처리과정이필요하다. 분할
은분석단위를정의하는과정으로, 시퀀스기준(Flow,

Session) 또는 계층 기준(전체 계층, L7 계층)에 따라
나뉜다. 예를들어, Flow는동일한 5-tuple(출발지/목적
지 IP·Port, 프로토콜)을갖는단방향패킷의집합이며,

그림 1. 네트워크 트래픽의 이미지 변환 과정
Fig. 1. Flowchart of network traffic to image conversion.
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Session은양방향흐름을포함한다. 이를조합하면 (1)

Flow-전체계층, (2) Flow-L7, (3) Session-전체 계층,

(4) Session-L7의네가지유형으로나눌수있다. 정제

는중복데이터제거및 IP/MAC 주소의익명화등을
통해학습의편향을줄이는과정이다. 단, 동일네트워
크내에서는주소가분석에큰영향을미치지않아익명

화를생략하기도한다. 정규화는이미지크기를통일하
는과정으로, 부족한바이트는 0x00으로패딩된다. 이
크기는 모델 입력 요건에 따라 결정된다. 예를 들어,

[20]은 Session-전체계층구성이가장높은성능을보
였으며, 이후 다수의 연구[22,23,26-39]에서도 Flow 또는
Session 단위를 기준으로 앞부분 n바이트를 사용하고

나머지는패딩하는방식을채택하였다. 한편, [32]는 4

개의연속된패킷중앞 50바이트는헤더, 뒤 50바이트
는페이로드로구분하고 256바이트로트리밍하는구조

를제안하였다. 이는트래픽의구조를유지하면서도입
력 형식을 만족시키는 접근이다.

3.2 Grayscale 이미지화
Grayscale 방식은트래픽의바이너리데이터를단일

채널의픽셀로매핑하는방식이다. 대표적으로 byteplot

기법[18]은 각 바이트(0x00~0xFF)를 픽셀 밝기 값
(0~255)으로변환하며, 0은검정, 255는흰색으로나타

난다. 이는원래악성코드탐지에활용되었으나[19], 이
후네트워크트래픽에도적용되며이미지기반탐지연
구의 기반을 마련하였다[20].

3.3 RGB 이미지화
RGB 방식은 트래픽의 정보를 R, G, B 세 채널로

나누어 시각적으로 더 풍부하게 표현한다. 예를 들어,

Binvis 도구[21,34]는바이트값을 ASCII 코드로해석한

후, 범주별로 색상을 할당한다. 0x00은 검정, 0xFF는
흰색, 확장 ASCII는빨강, 제어문자는초록, 일반텍스
트와숫자는파랑으로매핑된다. 또다른접근은트래픽

을헤더, 송신자페이로드, 수신자페이로드로나누고,

각 요소를 마르코프 전이 행렬로 변환한 후 R, G, B

채널에 매핑하는 방식이다[25,32].

3.4 이미지화 방식 비교
Grayscale과 RGB 방식모두트래픽을이미지로변

환해딥러닝모델에입력할수있으나, 표현력, 연산량,

적용대상에서차이가있다. Grayscale 방식은단일채

널의밝기값만을사용해바이너리패턴을직관적으로
시각화하며, 계산 비용과 메모리 사용이 낮다. 그러나
트래픽의구조적·행동적특징을표현하는데는한계가

있다. 반면 RGB 방식은다양한정보를각채널에분산
시켜표현력이뛰어나고시각적해석에유리하나, 전처
리복잡도와연산량이증가한다. 이러한차이는모델의

크기, 학습시간, 하드웨어 요구사항에도 영향을 미친
다. 자원이 제한된 IoT·모바일 환경에서는 Grayscale

기반의경량모델이적합할수있고, 반대로복잡한행

위기반 탐지에는 RGB 방식이더나은성능을낼수
있다.

Ⅳ. 악성 트래픽 탐지 기법

이미지로변환된네트워크트래픽은딥러닝기반모
델을 통해 정상 트래픽과 악성 트래픽으로 분류된다.

이러한탐지모델은구조에따라단일모델과하이브리
드모델로구분된다. 단일모델은하나의딥러닝아키텍
처를사용하는방식으로, 구현이간단하고학습속도가

빠르다는장점이있다. 반면, 하이브리드모델은두개
이상의 모델 또는 분석 기법을 결합하여 탐지 성능을
향상시키고, 다양한유형의변형공격에보다정교하게

대응할수있다는강점을지닌다. 또한, 제로데이공격
대응가능여부에따라분류방식은두가지로나뉜다.

Closed-set Recognition (CSR)은 학습된 클래스에 대

해서만 분류를 수행하는 반면, Open-set Recognition

(OSR)은학습되지않은데이터를 ‘unknown’ 클래스로
분류할 수 있어 제로데이 탐지에 활용될 수 있다. 본

장에서는 기존 연구들을 단일 모델, 하이브리드 모델,

제로데이공격대응모델로분류하고, 각탐지기법의
구조, 이미지화방식, 입력데이터, 모델구성, 성능특

징 등을 체계적으로 분석한다.

4.1 단일 모델 기반 탐지 기법
단일모델기반탐지기법은하나의딥러닝모델을

사용해 악성 트래픽을 분류하는 방식으로, 주로 CNN

기반구조가활용된다. 이방식은크게 (1) 기존이미지
분류모델을그대로적용하는접근과, (2) 트래픽이미
지의특성에맞춰맞춤형 CNN 구조를설계하는방식

으로나눌수있다. 예를들어, [20]은트래픽을MNIST

와 동일한 28×28 Grayscale 이미지로 변환하여
LeNet-5 모델을 적용하였으며, [23] 역시 23×23

Grayscale 이미지에 LeNet-5 유사구조를사용하였다.

[24]는모바일트래픽을 227×227×3 Grayscale 이미지
로변환하여 AlexNet 구조에적용함으로써높은분류

정확도를달성하였다. [25]는트래픽을 50×50 RGB 이
미지로변환한뒤, VGG 구조를간소화한 CNN 모델을
사용하여분류하였고, [26]은 Grayscale 이미지로변환
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Method Dataset Target Image Type
Classification Type*

Accuracy F1-score
Binary Multi OSR†

[20] USTC-TFC’16 Malware
Grayscale
(28*28)

✓(20§) 99.17 99.97

[21] Own Dataset Malware
RGB

(-)
✓ 91.32 91.35

[22] UNSW-NB15
Malicious

Traffic
Grayscale
(28*28)

✓ 96.82 98.52

[23] CICIoT’23
Malicious

Traffic
Grayscale
(23*23)

✓ 99.71 98.47

[24] CICAndMal’17 Malware
Grayscale
(227*227)

✓ - 99.97

[25]
MCFP, USTC-TFC’16,
MedBIoT, IEEE-Mirai

Malware
RGB

(50*50)
✓(142) - 97.00

[26]
CTU-13, ISOT HTTP
Botnet Dataset, Own

Dataset

Malicious
Traffic

Grayscale
(-)

✓ 99.98 99.98

[27] Own Dataset Malware
Grayscale
(64*64)

✓ 99.48 85.86

[28]
USTC-TFC’16,
ISCX-Tor’16

Malicious
Traffic

Grayscale
(28*28)

✓(10§) 95.11 94.98

[29] CICAndMal’17 Malware
Grayscale
(28*28)

✓ 99.19 98.70

[30]
CICIDS’17 Malicious

Traffic
Grayscale
(40*40)

✓(11) 99.81 99.91

CTU-13 ✓ 99.82 99.87

[31]
CICAndMal’17,

CICInvesAndAml’19
Malware

Grayscale
(28*28)

✓ ✓(4)
99.98(bin)

99.99(multi)
99.98(bin)

99.99(multi)

[32] CICIDS’17
Malicious

Traffic
Grayscale
(16*16)

✓(12) 99.87 99.79

[33] MCFP Malware
RGB

(16*16)
✓(12) 99.07 96.25

[34] IoT-23 Malware
RGB

(224*224)
✓(4§) 93.00 91.00

[35] CTU-13, MCFP Malware
Grayscale
(28*28)

✓ 99.90 99.90

[36] CTU-13, CICIDS’17
Malicious

Traffic
Grayscale
(40*40)

✓(9) ✓(1) 85.83 82.90

[37] CTU-13, CICIDS’17
Malicious

Traffic
Grayscale
(40*40)

✓(9) ✓(1) 85.83 82.90

[38]

CICIDS’17
Malicious

Traffic
Grayscale

(-)
✓ ✓(1)

83.93 90.69

Own Dataset 96.62 83.66

HMCT-2020 - 98.66

[39]

ISCX-VPN-Tor
Malicious

Traffic
Grayscale
(32*32)

✓(13§) ✓(12§) 88.60 81.38

NSL-KDD ✓(10) ✓(7) 91.88 93.66

Own Dataset ✓(5§) ✓(3) 96.25 97.43

* (n) indicates the number of classes used in each classification type (e.g., multi-class or OSR)
† denotes that the method incorporates open-set recognition
§ represents that the classification includes the normal class among the multiple classes

표 2. 방법론 비교
Table 2. Methodology Comparison



논문 /딥러닝 기반 이미지 분석을 활용한 악성 네트워크 트래픽 탐지 동향

1745

한봇넷트래픽에 DenseNet을적용하여사전학습없이
도우수한성능을보였다. 한편, [22], [27], [28]은기존
CNN 구조를그대로사용하는대신, 입력이미지크기

와트래픽특성에최적화된맞춤형아키텍처를설계하
였다. 특히 [28]은암호화된트래픽분석을위해 28×28

Grayscale 이미지를 입력으로 사용하고, 일반적인

Convolution 대신 PConv 및 Do-Conv 연산을적용한
경량 모델인 FasterTrafficNet을 제안하였다.

4.2 하이브리드 모델 기반 탐지 기법
하이브리드모델기반탐지기법은서로다른딥러닝

구조나분석기법을결합함으로써탐지성능을향상시
키고, 시공간적특징을동시에반영하는접근이다. [29],

[31]은 악성 안드로이드 앱 탐지를 위해 정적 분석과

동적분석을결합한 2단계탐지모델을제안하였다. 먼
저 앱 구성 정보를 기반으로 정적 분석을 수행한 후,

네트워크트래픽을이미지로변환하여동적분석을수

행하는 구조다. [29]은 정적 분석에 FCNN을 적용해
앱의정상여부를판별하고, 정상으로분류된앱의트래
픽만 28×28 Grayscale 이미지로변환해 CAE 및 CNN

기반 동적 분석을 수행하였다. [31]은 정적 분석에
Random Forest를 활용하고, 신뢰도가 낮은 트래픽에
대해 28×28 Grayscale 이미지로 변환한 후, CNN과

LSTM을병렬구조로구성하여공간적·시간적특징을
동시에학습하였다. 반면 [30]은 LeNet-5 기반 CNN과
LSTM을직렬로연결한구조를사용하였다. 이모델은

트래픽을 40×40 Grayscale 이미지로변환한후, CNN

의출력벡터를시퀀스로간주해 LSTM에전달함으로
써 시공간 정보를 순차적으로 학습한다. 두 연구는

CNN과 LSTM 간결합방식에따라시공간정보활용
방식에서 차이를 보인다.

데이터셋의클래스불균형문제를해결하기위한연

구도 활발히 이루어지고 있다. [32]는 다수 클래스를

언더샘플링하고, 16×16 Grayscale 이미지로변환한후,

Inception과 ResNet을 결합한 RICNN 모델을 제안하

였다. Inception 유닛은다양한커널크기의병렬구조
로소수클래스의공간적특징을효과적으로추출하고,

ResNet의 잔차 연결은 기울기 소실을 완화하여 학습

후반에도 소수 클래스 정보가 유지되도록 한다. 반면,

[33]은 GAN을활용해소수클래스의트래픽이미지를
보완하는방식을제안하였다. 트래픽을 16×16 RGB 이

미지로변환한뒤, GAN으로새로운이미지를생성하
고유의미한 샘플만선별하여 ResNet 기반 CNN으로
분류하였다.

Few-shot 학습기반접근으로는 [34]가 Prototypical

GNN(PGNN)을활용한모델을 제안하였다. 트래픽을
256×256 RGB 이미지로 변환하고, 사전 학습된
ResNet-18을통해고차원특징벡터를추출한뒤, 이를

GCN의노드임베딩으로사용하였다. 이미지간유사
도를기반으로 그래프를구성하고, GCN을통해노드
간관계를학습함으로써제한된학습데이터환경에서

도효과적인탐지를수행할수있다. 마지막으로, [35]

는암호화된트래픽의구조적특징과세션정보를통합
하는멀티뷰 GNN 모델을제안하였다. 세션단위트래

픽을 28×28 Grayscale 이미지로변환하고이를 784차
원벡터로펼쳐, 유클리디안거리기반 KNN 그래프를
구성하였다. 세션메타데이터는별도로벡터화되어그

래프의속성으로활용되며, 최종적으로 GraphSAGE를
통해학습이이루어진다. 이를통해암호화된트래픽에
서도 높은 탐지 성능을 달성하였다.

4.3 제로데이 공격 탐지 모델
기존의대부분연구는학습된클래스내에서만분류

가가능한 CSR(Closed-Set Recognition) 방식에기반
하고있어, 제로데이공격과같은미지클래스에효과적

으로대응하기어렵다. [21], [24]는일부알려지지않은
공격을정상또는악성으로분류하는실험을수행하였
으나, 해당트래픽을별도의 unknown 클래스로식별하

지는 못했다. 이에 따라 최근에는 OSR(Open-Set

Recognition)을 적용한 연구들이 등장하고 있다. [36]

은 CNN의출력층에 Softmax 대신 OpenMax를적용한

Open-CNN 모델을 제안하였다. 이 모델은 40×40

Grayscale 이미지로변환된트래픽을입력으로사용하
고, 입력데이터가각클래스중심으로부터벗어난정도

를기반으로 unknown 여부를판단하여분류한다. [37]

은이모델에 Active Learning을결합하여, Open-CNN

이 unknown으로분류한샘플중불확실성이높은데이

터만선별해최소한의라벨링으로확장학습을수행함

으로써 학습 효율을 높였다.

하이브리드구조기반의 OSR 모델도제안되고있다.

[38]은기존연구[33]처럼소수클래스의트래픽이미지
를증강하는방식대신, GAN을이용해 HTTP 기반의
악성플로우를직접생성하였다. 제안된 HMCD-Model

은 CNN을 통해 이미지의 공간적 특징을 추출하고,

LSTM을통해시계열관계를학습하여트래픽의시공
간적 특성을 반영한다. 이를 통해 unknown 트래픽에

대해서도정상또는악성여부를효과적으로판별하였
다. [39]는트래픽을 30×30 Grayscale 이미지로변환하
고, CNN(AlexNet, VGG16)으로 공간적 특징을,

LSTM으로 시간적 특성을 각각 추출하였다. 이후
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mRMR 알고리즘을사용해상위 100개의주요특징만
을선별하여 SVM 분류기에입력하고, 밀도기반클러

스터링(DBSCAN)을결합함으로써 unknown 트래픽의
이상여부를탐지하였다. 특히이모델은점진적학습
구조를 도입하여 새로운 유형의공격이 등장하더라도

지속적으로탐지성능을유지할수있음을실험적으로
입증하였다.

Ⅴ. 기존 연구 분석 및 한계점

기존 연구들은 네트워크 트래픽을 Grayscale 또는
RGB 이미지로변환한후, 딥러닝모델을활용해악성

행위를탐지하는다양한기법을제안해왔다. 본장에서
는이러한연구들을성능과실용성관점에서분석하고,

한계점을 바탕으로 향후 연구 방향을 제시한다.

먼저, IoT 환경을대상으로한연구들[21,23,26,34,36,37]은
CPU 및메모리자원이제한된상황에서경량성과실시
간성확보가핵심과제로제시된다. 이를위해많은연

구에서모델구조단순화나사전학습모델활용을통해
경량화를시도하였으나, 실시간성에대한정량적평가
는일부연구[23,26,37]에만제한적으로보고되었고, 대부

분은개별샘플처리시간조차명시하지않았다. 또한
IoT 기기간통신프로토콜의다양성을고려할때, 탐지
기법의프로토콜독립성확보도중요한과제다. [21]은

이미지기반분석이프로토콜필드에의존하지않기때
문에프로토콜에독립적이라고주장했고, [23]은트래
픽만으로기기종류를구별할수있음을실험으로입증

했다. 그럼에도 불구하고 실시간성, 경량성, 프로토콜
다양성에대한종합적이고체계적인성능검증은여전
히 부족하다.

OSR을적용한연구는 CSR 기반연구에비해상대
적으로적으며, 적용된경우에도대부분미지데이터를
단일 unknown 클래스로분류하는수준에머무르고있

다[36-39]. 이로인해세부공격유형식별이어려워여전

히 수동적인 사후 분석이 요구된다. [39]는 unknown

트래픽을세부유형으로분류하고, 새로운클래스를지
속적으로학습할수있는구조를제안했지만, 전통적인

CSR 대비탐지정확도가낮다는한계를보였다. 그림
2에서도 OSR 기반탐지기법전반의성능이낮게나타
난다. F1-score가 99% 이상인연구들[20,24,26,30,32,35]은공

통적으로 Grayscale 기반방식을사용하였으며, 성능이
낮은연구들[21,25,33,34]은데이터셋구성또는모델구조
의 한계를 원인으로 지적하였다. [26]은 이미지 생성

과정에서시간정보가누락되어트래픽의타이밍특성
을반영하지못한다는점에서이미지화기법의구조적
제약을지적하였다. 그러나다수의연구는전처리방식

이나이미지화전략이탐지성능에미치는영향을체계
적으로 분석하지 않았다.

이러한 분석을 바탕으로 향후 연구는 다음과 같은

방향으로확장될필요가있다. 첫째, IoT 환경에적합한
경량모델구조개발과함께실시간성에대한정량적이
고일관된평가가요구된다. 둘째, 다양한통신프로토

콜환경에서도안정적으로동작할수있는탐지기법의
프로토콜 독립성을 실험적으로 입증해야 한다. 셋째,

OSR 기반기법의일반화성능을향상시키고실제환경

에서의성능을평가할수있는정교한 OSR 모델개발
이 필요하다. 마지막으로, Grayscale과 RGB 방식 간
성능비교, 전처리및이미지화전략이탐지성능에미

치는영향을실험적으로분석하고, 트래픽유형별로최
적화된이미지변환방식을제안하는연구로의확장이
요구된다.

Ⅵ. 결 론

본 논문은 네트워크 트래픽을 이미지로 변환한 뒤

딥러닝모델을활용해악성행위를탐지하는연구동향
을 체계적으로 분석하였다. 기존 연구들을 모델 구조,

이미지 처리 방식, 탐지 대상, 실험 환경 등의 기준에

따라분류·비교하고, 각접근방식의특징과차이점을
정리하였다. 이미지화 기법은 Grayscale과 RGB 방식
으로나뉘며, 전처리된트래픽데이터를시각적형태로

변환해딥러닝모델의입력으로활용한다. 탐지모델은
CNN 기반 구조에서 시작해 시공간 정보를 반영한
CNN-LSTM, 이미지 생성을활용한 GAN, 그래프기

반의 GNN 등으로확장되고있다. 또한, 알려지지않은
공격을탐지하기위한 Open-set Recognition 기반제로
데이 탐지 기법에 대한 연구도 점차 활발히 진행되고

있다. 본논문은이러한연구흐름을종합적으로정리함
으로써, 이미지기반악성트래픽탐지분야의이해를

그림 2. 이미지 변환 방식별 성능 비교
Fig. 2. Performance by Image Conversion
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돕고향후연구설계에유용한기초자료로활용될수
있을 것이다.
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