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ABSTRACT

Recently, the importance of accurately estimating
communication signal parameters used by drones has
increased for identifying drones operating for tactical
purposes. However, drone communication signals of-
ten contain multiple signals transmitted concurrently
within the same frequency band, making it challeng-
ing to accurately estimate the parameters of in-
dividual signals. In this paper, we propose a deep
learning-based method to separate drone communica-
tion signals. The proposed approach converts the re-
ceived signal into spectrogram and separates them by
employing a  semantic = segmentation  model.
Simulation results show that the proposed method ac-
curately performs signal separation, achieving ex-

cellent performance in estimating signal parameters.
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Fig. 1. Structure of the DeepLabV3+ model.
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Fig. 2. Example of drone communication signal separation in a simulated environment at 0 dB SNR.
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Fig. 3. Example of drone communication signal separation in a simulated environment at -5 dB SNR.
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