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Ⅰ. Introduction

In modern society, the complexity of network envi-

ronments is increasing as digitalization is accelerating.

In particular, new types of cybersecurity threats are

growing rapidly due to the popularization of IoT de-

vices and the increasing network logs. As a result,

detecting cybersecurity threats and building an effec-

tive response system has become an important

challenge.

Previous works has focused primarily on detecting

attacks by directly analyzing network logs. To do this,

researchers have primarily leveraged IDS datasets

such as KDD Cup '99, NSL-KDD, etc. to analyze

various network attack scenarios. And they mainly

studied anomaly detection models based on the techni-

cal characteristics of the attacks.

As cyber threats have become more sophisticated,

researchers have recently focused on understanding

not only the technical aspects of attacks, but also their

strategic planning and intent. As a result, researchers

are leveraging frameworks such as MITRE
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ABSTRACT

In this paper, we propose a Large Language Model (LLM) pipeline utilizing the UWF-ZeekData22 dataset

based on MITRE ATT&CK Matrix to address the growing cyber threats in modern society. We first

performed an exploratory data analysis (EDA) to derive key feature groups that reflect the spatio-temporal

characteristics and connectivity of network traffic logs. The derived feature groups are used to generate input

sequences for pre-training the BERT model. In the pre-training phase, we applied a masked language model

(MLM) task to effectively learn network traffic patterns and achieved a mask prediction accuracy of over 0.9.

In the fine-tuning and inference phase, we optimized the models for anomaly detection by adopting a weighted

sampling technique to handle the imbalance problem of each tactic in the dataset. The performance evaluation

showed that all models had an accuracy above 0.94 and an AUC-ROC value close to 1.0. We also analyzed

the impact of the padding method according to model size and found that static padding performed better for

large models, while dynamic padding performed better for small models. These results demonstrate that

LLM-based pre-training can successfully learn complex patterns of network traffic logs and can reliably detect

various tactics. Therefore, the proposal of this paper is expected to provide a practical case study in the

modernization of network security systems and the development of real-time security monitoring solutions.
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ATT&CK[1] to understand the tactical intent of attack-

ers and counter attacks. However, anomaly detection

researches based on MITRE ATT&CK have mostly

been studied with conventional machine learning or

graph-based approaches, rather than LLMs.

LLMs can effectively analyze unstructured data by

leveraging their natural language processing (NLP)

capabilities. Since LLMs can learn complex patterns,

they can detect new threats such as zero-day attacks

well.

In this paper, we propose a pipeline of tactical in-

formation-based anomaly detection models to counter

cybersecurity threats. We also aim to validate the ap-

plicability of LLM pre-training models for tactical in-

formation-based anomaly detection.

For an experimental dataset, we used

UWF-ZeekData22[2], a network log dataset that re-

flects a modern network environment based on the

MITRE ATT&CK matrix. We considered this dataset

to be suitable as an experimental dataset because it

contains information about attackers' tactics and mod-

ern attack patterns.

In this paper, we applied the pre-training mecha-

nism of BERT model to the field of network security

to improve the ability to recognize complex network

log patterns. Unlike traditional machine learning ap-

proaches or simple statistical-based models, we aim

to greatly improve the efficiency of sequence pattern

learning by utilizing the context-awareness of the

transformer architecture, which has been proven in the

field of natural language processing, for network log

analysis. In addition, we apply log-scale-based

weighted sampling and low-frequency tactical preser-

vation strategies to solve the imbalanced data problem

that occurs in real-world network environments. By

doing so, we aim to improve the detection rate of

sparse but important attack patterns in real-world se-

curity environments and overcome the limitations of

previous imbalanced data processing methodologies.

In addition, we empirically analyze the padding

strategy for efficient implementation of LLM-based

models in network security environments. By system-

atically analyzing the effectiveness of static and dy-

namic padding techniques for BERT models of differ-

ent sizes, we aim to provide practical guidelines for

efficient model deployment in real-time security mon-

itoring systems and large-scale network environments.

Through this study, we hope to expand the applic-

ability of deep learning technologies, especially

LLM-based supervised learning models, in the field

of network security and provide practical solutions to

various challenges in real-world security

environments.

The remainder of this paper is organized as follows.

Section 2 describes related work on network intrusion

detection datasets, LLMs, and tactical data utilization.

Section 3 describes in detail the implementation proc-

ess of the proposed LLM-based pre-training model

pipeline. In section 4, we validate the network anom-

aly detection performance of the proposed model

through various experiments and evaluation metrics.

Finally, section 5 summarizes the paper and discusses

future research directions.

Ⅱ. Related Works

2.1 Network Intrusion Detection Dataset 
High-quality datasets that reflect real-world net-

work environments are a critical part of developing

and evaluating network intrusion detection systems

(IDS). In particular, there is a growing need for

up-to-date network log data that reflects a variety of

protocols and different types of attacks. Datasets that

reflect the latest attack techniques and real-world net-

work environments help develop effective anomaly

detection models. However, traditional IDS datasets

are limited in their ability to detect the complexity

of modern networks and evolving attack techniques.

KDD Cup 99[3,4] is a TCP/IP-based network log

dataset developed by the DARPA IDS evaluation pro-

gram in 1999. It contains 41 features and 22 attack

types such as DoS, Probe, U2R, R2L, etc. However,

it was generated in an old network environment and

contained duplicate records, which can skew the learn-

ing results.

NSL-KDD[4] is a dataset proposed to address some

of the issues in KDD Cup 99, particularly the dupli-

cate records and class imbalance problems. However,

this dataset still does not reflect the latest network

protocols and the latest attack patterns.
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UNSW-NB15[5] is a dataset collected from re-

al-world network environments. It provides 49 fea-

tures and 9 different attack types such as Generic,

Exploits, Fuzzers, DoS, etc. However, this data is

biased towards certain attack types, which means it

can't address the latest advanced threats, such as

AI-driven attacks.

UGR16[6] is a dataset collected from an ISP

(Internet Service Provider) network environment in

2016, consisting of four months of normal traffic and

two months of attack traffic. This dataset has the ad-

vantage of using netflow-based features to analyze

traffic patterns over a long period of time, but has

the disadvantage of being limited to a specific network

environment with a limited number of attack types.

CICIDS2017[7] is a dataset produced by the

Canadian Cyber ​​Security Research Institute in 2017.

It contains 78 network features and various modern

attack scenarios such as Brute Force, DoS/DDoS, and

Web Attack, etc. However, the data collection period

is only 5 days, which limits its ability to analyze traf-

fic patterns over a long period of time. Also, some

attack types have an unbalanced distribution of data.

As we have seen above, traditional IDS datasets

have been widely used for intrusion detection.

However, they have a common limitation that they

cannot fully respond to changes in the network envi-

ronment and new cyberattacks. Therefore, in this pa-

per, we chose the UWF-ZeekData22 dataset based on

the MITRE ATT&CK matrix, which reflects the latest

network environment.

2.2 MITRE ATT&CK
MITRE is a non-profit research organization in the

United States that plays a key role in national security

and cybersecurity. The organization develops and pro-

vides key security frameworks to the global security

community, including CVE (Common Vulnerabilities

and Exposures) and ATT&CK (Adversarial Tactics,

Techniques, and Common Knowledge).

MITRE ATT&CK is a knowledge-based frame-

work that systematically categorizes the malicious be-

havior of actual cyber attackers according to TTPs.

The TTPs consist of attack objectives (Tactics), attack

methods (Techniques) to achieve attack objectives,

and detailed procedures (Procedures) to execute the

attack methods.

Figure 1 is a visualization of the overall structure

of the MITRE ATT&CK Matrix for Enterprise. This

framework is continually updated to include the latest

Fig. 1. MITRE ATT&CK Matrix for Enterprise
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cyber threats. It is an important tool for security pro-

fessionals to identify threats and formulate effective

response strategies.

MITRE ATT&CK is used in a variety of security

domains, including security R&D, threat intelligence,

intrusion detection systems (IDS), and incident re-

sponse (IR). The framework standardizes attack meth-

ods to enable detailed analysis of cyber threats. It also

assists organizations in planning effective security

strategies and improving their response.

MITRE ATT&CK has become a de facto standard

and serves as a core reference framework for the de-

velopment of modern security solutions and threat re-

sponse strategies.

2.3 Large Language Models (LLMs) 
LLMs have been proven to be an effective model

for learning complex correlations of high-dimensional

data in natural language processing[8]. LLMs have the

advantage of understanding and analyzing un-

structured security data based on their powerful repre-

sentation learning capabilities[9]. These advantages

have been applied to a variety of security tasks such

as log analysis, malware detection, and vulnerability

identification[10-12].

Previous researchers have proposed using LLMs to

automatically extract features and learn patterns from

the data. LLMs can transfer general pattern knowledge

learned from large-scale data to new tasks through

pre-training. In particular, the self-attention mecha-

nism can effectively model complex temporal and

spatial relationships between tokens in data.

Therefore, LLMs are expected to make it easier to

find attack patterns that are difficult to detect with

traditional machine learning models.

Most of the previous studies utilizing the tactical

information of the MITRE ATT&CK Matrix applied

traditional machine learning techniques[13-16], and few

have attempted LLM-based network anomaly

detection.

BERT[17] is widely used as a base model in the

field of representation learning because of its proper-

ties of sequential data processing, context under-

standing, and learning relationships between features.

Given these features, we considered it a good choice

as a pre-training model to validate the applicability

of LLM[18].

In this paper, we propose a pipeline of LLM-based

pre-trained models for network anomaly detection us-

ing the UWF-ZeekData22 dataset.

Ⅲ. Method

In this paper, we propose a pipeline of pre-trained

models based on BERT as a methodology for network

log anomaly detection. The proposed pipeline consists

of five main steps: (1) data preparation & analysis,

(2) feature engineering & preprocessing, (3) pre-train-

ing, (4) fine-tuning, and (5) inference.

Figure 2 shows a schematic diagram of the overall

configuration of the proposed BERT-based pre-train-

ing model pipeline and the interactions between each

phase.

Figure 2 intuitively illustrates the process of (1) an-

alyzing raw data to understand its structural character-

istics in the data preparation and analysis phase, (2)

extracting key fields and performing preprocessing in

the feature engineering and preprocessing phase, (3)

initializing the model in the pre-training phase, (4)

optimizing the model for a specific task in the

fine-tuning phase, and (5) predicting the final outcome

in the inference phase.

The following sections describe in detail how each

phase is organized and performed.

3.1 Data Preparation & Analysis Phase
We systematically analyzed the structure and prop-

erties of the UWF-ZeekData22 dataset to derive key

features of network log patterns.

In this section, we used exploratory data analysis

(EDA) to explore the overall distribution and proper-

ties of the dataset and analyzed key fields that are

important for anomaly detection.

UWF-ZeekData22 is a dataset of network log data

collected by the Zeek tool and labeled according to

the MITRE ATT&CK Matrix. This dataset contains

a total of 18,562,468 network log records, with a

50:50 ratio of normal to abnormal network logs.
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Fig. 2. Structure of a Pre-training Pipeline based on BERT Architecture
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We categorized the raw data into three high-level

groups to clarify the structural characteristics of the

dataset. Figure 3 shows the structure of the dataset

according to the classification categories. Table 1 pro-

vides a detailed description of the categorization of

the dataset.

Through EDA, we identified key features for com-

posing network log patterns, such as network address

information (src_ip_zeek, ​​dest_ip_zeek), port in-

formation (src_port_zeek, ​​dest_port_zeek), connection

Fig. 3. Overview of UWF-ZeekData22

Table 1. Description of the categorization of the UWF-ZeekData22
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status (conn_state), and traffic volume (orig_bytes,

resp_bytes, orig_pkts, resp_pkts).

Figure 4 shows the distribution of the MITRE

ATT&CK-based tactics in the dataset. In our analysis,

we found that there is a significant imbalance between

each tactic.While the Reconnaissance tactic has the

highest proportion of occurrences at 9,278,722, other

tactics occur much less frequently. For example, there

are only 2,086 occurrences of Discovery tactics, 31

occurrences of Credential Access tactics, 13 occur-

rences of Privilege Escalation tactics, and only 1 oc-

currence each of Persistence, Initial Access, and

Defense Evasion. This imbalance between tactics can

lead to a bias toward certain kinds of tactics when

training a model. This suggests that we need to adjust

the imbalance between classes to ensure a balanced

representation of different tactics.

3.2 Feature Engineering & Preprocessing 
Phase

To effectively train network log data with a BERT

model, proper preprocessing is required. To this end,

we designed a process to convert network traffic data

into BERT input sequences. Each processing step con-

sists of Feature Extraction, Tokenization, and Padding

as shown in Figure 2.

In processing step 1, we categorized the key fea-

tures for identifying network anomalies derived from

the EDA in section 3.1. Based on the inherent charac-

teristics of network logs and the MITRE ATT&CK,

we categorized network logs into five feature groups.

Table 2 shows the results of the feature grouping.

Figure 5 shows the process of converting raw log

messages into sequences. First, we extracted 13 fea-

tures from the raw log message based on the five cate-

gories of Network Traffic Feature Groups. Next, we

converted the raw log message into a structured form

(Structured Log Sequence) consisting of pairs of the

13 extracted features and their corresponding values.

Through this process, we constructed basic data that

will serve as the input sequence for processing step

2.

In processing step 2, we performed a tokenization

process to convert the feature fields into BERT input

sequences. We considered network log data for each

field as individual tokens and organized them into a

single sentence. Next, we generated a structured

BERT input sequence by utilizing the special tokens

([CLS], [SEP], [MASK]) of BERT WordPiece

Table 2. Feature Grouping for Network Traffic

Fig. 4. Tactic Distribution in UWF-ZeekData22
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Tokenizer, as shown in Figure 6.

In processing step 3, we applied dynamic padding

and static padding to determine the optimal model ac-

cording to padding[19-20]. Dynamic padding optimizes

the efficiency of computational resources by perform-

ing variable length padding based on the maximum

sequence length within each batch. Static padding fix-

es all sequences to 512 tokens for stability during

model training and inference.

The final BERT input sequence is generated by

these three processing steps.

3.3 Pre-training Phase
The pipeline proposed in this paper utilizes BERT,

an LLM-based pre-training model, as the base model

to effectively learn the features of network log data.

BERT is based on the Transformer[21] encoder

structure, which can learn contextual information bi-

directionally through a self-attention mechanism. This

makes it suitable for understanding complex network

log patterns. We used different sizes of BERT model

structures (base, medium, small, mini, and tiny) to

verify the ability to learn network logs according to

the model size.

In the pre-training phase, the basic patterns of nor-

mal network logs are learned through masked lan-

guage model (MLM) learning. As a masking techni-

que, we refer to the dynamic masking technique of

RoBERTa[22], which uses a strategy of masking 15%

of all tokens.

3.4 Fine-tuning Phase
In the fine-tuning phase, we designed a simple bi-

nary classifier[23] model and connected it to the end

of the pre-trained model, and then fine-tuned the pa-

rameters of the entire model with labeled data. The

classification head for fine-tuning consists of multiple

linear layers and layer normalization. In addition,

ReLU activation function and dropout of 0.3 are ap-

plied to prevent overfitting.

In this phase, we applied cross-entropy loss and

gradient clipping (max_norm=1.0) to ensure learning

stability. And we also applied early stopping and

learning rate scheduling to improve learning

efficiency.

3.5 Inference Phase
In the inference phase, we used test network log

data to verify the anomaly detection performance of

the fine-tuned model. The test network log data are

converted into an input sequence for inference through

the processing steps in Section 3.2.

To quantitatively evaluate the anomaly detection

performance of the model, we used accuracy,

F1-score, and AUC-ROC (Area Under Curve -

Receiver Operating Characteristic)as the main evalua-

tion metrics[24,25]. In particular, we focused on

Fig. 5. Example of BERT Input Sequence Conversion
Process

Fig. 6. Example of BERT Input Sequence Tokenization
Process
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F1-score and AUC-ROC, considering the data im-

balance problem.

Ⅳ. Experiment & Result

4.1 Experimental HW & SW Configuration
In this section, we set up an experimental environ-

ment and conducted a performance test to verify the

operation and performance of the proposed pipeline

structure.

The hardware configuration is as follows.

∙ Intel Xeon w5-3423 CPU (12 cores, 24 threads,

base 2.11 GHz, max 2.97 GHz)

∙128 GB DDR5-4400 MHz RAM

∙2x NVIDIA GeForce RTX 4090 GPUs (24GB

GDDR6X each)

The OS environment is Ubuntu 22.04 LTS with

WSL2, and the main software and libraries are as

follows.

∙Base Software Environment

- CUDA 11.8.89

- Python 3.8.20

- PyTorch 2.4.0 (supports CUDA 11.8)

∙Key libraries used

- Hugging Face Transformers 4.43.2

- torchvision 0.19.0

- scikit-learn 1.3.2

- tokenizers 0.19.1

- sentencepiece 0.2.0

Based on the above environment, we conducted

network log anomaly detection experiments using the

BERT model.

4.2 Experimental Data Configuration
For this experiment, we utilized the

UWF-ZeekData22 dataset based on the MITRE

ATT&CK Matrix.

In the pre-training phase, we only used 9.2 million

normal network log data from the entire dataset as

experimental data. In contrast, in the fine-tuning

phase, we need to learn both normal and abnormal

log data to detect anomalies.

However, as shown in Figure 4, there is a sig-

nificant data imbalance between the amounts of each

tactical data. This means that simple random sampling

from anomalous network log data can result in certain

tactics being oversampled. To avoid these issues and

provide an even sample for each tactic, we im-

plemented two ways to organize our experimental

data.

4.2.1 Log-scale based Weighted Sampling

Log-scale based weighted sampling means apply-

ing a logarithmic function to the frequency of occur-

rence of data to calculate a weight, and then sampling

data based on that weight.

We calculated the weights as in Equation (1) to

avoid biased sampling for specific tactics.

  log  (1)

Where,

- w(c): Weight of a specific tactic (class) c

- n(c): Frequency of occurrence of a specific tactic

(class) c

- log(): Natural logarithm function

- c: Tactic type (e.g., Discovery, Credential

Access, etc.)

Next, the number of target samples for each tactic

is calculated as shown in Equation (2).

     ∑× (2)

Where,

- t(c): number of target samples for a specific tactic c

- w(c): weight of a specific tactic (class) c, calcu-

lated from equation (1)

- ∑w: sum of weights of all tactics

- N: sum of the target sample counts of all tactics

- c: Tactic type (e.g., Discovery, Credential

Access, etc.)

For example, suppose there were 1000 Discovery

tactics and 10 Credential Access tactics. To ensure

a balanced selection of each tactic, we can apply



The Journal of Korean Institute of Communications and Information Sciences '25-10 Vol.50 No.10

1640

log-scale weighted sampling, and then normalize by

the sum of the weights. This method can significantly

reduce data imbalance, reducing the difference in fre-

quency of occurrence from 100:1 to about 2.88:1. By

applying the above sampling techniques, we extracted

relatively small number of samples for high-frequency

tactics and a larger number of samples for low-fre-

quency tactics.

4.2.2 Strategies for Maintaining

Low-frequency tactics

We defined ‘low-frequency tactics’ as those that

occurred less than twice in the dataset. For example,

this includes tactics like 'Persistence' and 'Initial

Access', which are less common in real-world net-

works but still important. These low-frequency tactics

are unlikely to be included in the training data when

performing simple random sampling. So we used the

following three-step data partitioning strategy

∙Set aside low-frequency tactic data that occurs

twice or less.

∙Construct the training dataset by evenly sam-

pling tactic data with more than two occur-

rences, taking into account the proportion of

each tactic class.

∙Add the separately stored low-frequency tactics

data to the training dataset

This approach can provide the following benefits.

∙Learning the underlying patterns of infrequently

occurring tactics

∙Providing a basis for recognizing new tactical

patterns

∙ Increassing the ability to detect new types of tac-

tics

4.3 Model Training Configuration
We used BERT models of different sizes with the

following hyperparameters in experiments.

∙bert-base-uncased (L=12, H=768, A=12)

∙bert-medium-uncased (L=8, H=512, A=8)

∙bert-small-uncased (L=4, H=512, A=8)

∙bert-mini-uncased (L=4, H=256, A=4)

∙bert-tiny-uncased (L=2, H=128, A=2)

Where L is the number of transformer layers, H

is the hidden size, and A is the number of attention

heads.

4.3.1 MLM-based Pre-training Procedure

In the pre-training phase, we leveraged MLM task

of BERT to learn the contextual meaning of network

log patterns.

We set the pre-training hyperparameters as shown

in Procedure 1. We set the batch size of the model

to 512, the learning rate to ×   , and trained
with 4 epochs.

∙How to perform MLM task

- Randomly select 15% of all tokens and mask

them

- Replace 80% of the selected tokens with

[MASK] tokens

- Replace 10% with random tokens

- Keep the remaining 10% as original tokens

∙Optimization settings for learning stability

- Apply AdamW optimizer

- Apply Gradient Clipping (max norm = 0.5)

- Perform optimization by calculating the MLM

loss in each batch

Procedure 1. Pre-training Process
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Based on the above pre-training, the learned pat-

terns of normal network logs are used to create a

pre-trained model for anomaly detection in the next

step.

4.3.2 Fine-tuning Procedure for Binary

Classification

In the fine-tuning phase, we implemented a simple

binary classifier to detect network anomalies using a

pre-trained BERT model for normal network log pat-

terns only. We performed the fine-tuning process as

described in Procedure 2. The hyperparameters of the

fine-tuning phase were configured as follows.

In this paper, we applied various techniques to pre-

vent overfitting and enhance the model's general-

ization capability. For overfitting prevention, we ap-

plied dropout (0.3) at the end of each layer and uti-

lized gradient clipping (maximum norm = 1.0) to limit

extreme weight updates. To improve the model's gen-

eralization capability, we applied layer normalization

(LayerNorm) for training stabilization and applied an

early stopping mechanism that monitors validation

performance to prevent excessive training.

Additionally, we used a reduced learning rate

(×) compared to pre-training, allowing the

model to achieve optimal performance through more

precise weight adjustments.

∙Classifier head structure

- 768 → 512 → 256 → 2-dimensional output

- LayerNorm, ReLU activation function, and

dropout (0.3) are applied at the end of each

layer

∙Training settings

- Batch size: 512 (same as pre-training)

- Learning rate: × (reduced from
pre-training)

- Applying gradient clipping (max norm = 1.0)

- Using AdamW optimizer

- Applying a loss function based on cross-en-

tropy loss

- Computing BERT representation on each

batch and performing forward-path through

the classification head

∙Optimizing model performance

- Applying early stopping by monitoring vali-

dation performance

∙Labeling

- True (1) if tactic, or False (0) if not.

Through this fine-tuning process, we validated the

anomaly detection performance of the network log

pre-trained model.

4.4 Performance Evaluation Results
In this paper, we evaluated the performance of the

proposed pipeline implementation using accuracy,

F1-score, and AUC-ROC as metrics.

We analyzed the performance of MLM-based

pre-training task in section 4.4.1. Then, we evaluated

the performance of the binary classification task for

network anomaly detection in section 4.4.2. In both ex-

periments, we explored the impact of dynamic and stat-

ic padding on anomaly detection performance and also

analyzed the optimal model according to model size.

4.4.1 Pre-training Phase Performance

In the pre-training phase, the MLM task was ap-

plied to the BERT model to effectively learn the com-

plex spatio-temporal and connectivity patterns of net-

work logs, and the results are shown in Table 3.
Procedure 2. Fine-tuning Process
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Table 3 shows that dynamic padding outperforms

static padding for all sizes of models used in the

experiment. This suggests that dynamic padding can

handle variable-length network log sequences more

effectively. Furthermore, all models achieved a mask

prediction accuracy of 0.9 or higher, regardless of the

size or structure of the model. These results demon-

strate that the MLM tasks can effectively learn pat-

terns from network log sequences.

4.4.2 Fine-tuning and Inference Phase

Performance

We applied log-scale-based weighted sampling and

low-frequency tactic preservation strategy to deal with

data imbalance issues in the fine-tuning and inference

phases. We then performed a binary classification task

to detect network anomalies. Table 4 shows the per-

formance evaluation results of the fine-tuned model.

As shown in Table 4, the fine-tuned model ach-

ieved a high accuracy of over 0.94, an AUC-ROC

value close to 1.0, and an F1-score of over 0.93 for

all configurations. This demonstrates that the

pre-trained model can be effectively applied to the

specific task of network anomaly detection.

In addition, unlike the pre-training phase, we found

that the optimal padding varied by model size during

the fine-tuning and inference phases. Static padding

performed better for large models (BERT-Base,

Medium), while dynamic padding performed better

for small models (BERT-Small, Mini, Tiny). This sug-

gests that the choice of model size and padding meth-

od can be an important consideration when im-

plementing network anomaly detection systems.

Ⅴ. Conclusion

This paper proposed a pipeline based on a pre-train-

ing model for detecting anomalies in network logs.

To verify the applicability of the proposed pipeline,

we utilized the UWF-ZeekData22 dataset generated

based on the MITRE ATT&CK Matrix.

To generate the dataset for training, we first ex-

tracted key features from network logs through EDA,

then grouped the extracted features for feature en-

gineering and preprocessing, and finally constructed

the input sequences for pre-training the BERT model.

In the pre-training phase, we verified that the model

effectively learns the complex patterns of network

logs. In the fine-tuning and inference phase, we

showed that the data imbalance problem can be solved

by log-scale-based weighted sampling and low-fre-

quency tactic preservation strategies, which eventually

allows the model to achieve balanced high perform-

ance for different tactics.

The evaluation results showed that all models per-

formed well, with accuracies above 0.94 and

AUC-ROC approaching 1.0. We also found that the

optimal padding tended to vary depending on the

model size. Static padding performed better on large

models and dynamic padding performed better on

small models. These results suggest that the choice

Table 4. Inference Performance EvaluationTable 3. Pre-training Performance Evaluation
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of model size and padding method can be important

considerations when constructing network anomaly

detection models.

While we were unable to make direct performance

comparisons due to a lack of research on existing de-

tection models with similar approaches, we were en-

couraged by the high performance of our proposed

pipeline implementation. We also found that there was

a correlation between the padding method and model

size, and we recommend that future studies take this

into account when designing models.

From this point of view, the proposals in this paper

are expected to provide practical case study in the

field of modernization of network security systems

and development of real-time security monitoring

solutions.

This paper is an initial study for the basic baseline

of a LLM(BERT) pre-training pipeline using network

traffic data based on the MITRE ATT&CK

framework. This study focused on validating the core

features and performance of the anomaly detection

model and verifying that the proposed system works

as intended.

In future work, we plan to conduct a compre-

hensive evaluation of practical aspects such as deploy-

ability in real-world environments, real-time perform-

ance, and computational cost analysis. In an attack

scenario involving the stages of penetration (initial ac-

cess, privilege escalation, internal reconnaissance, da-

ta exfiltration, etc.) that may occur in real-world net-

work environments, we aim to learn and collectively

analyze the subtle changes in log patterns for each

stage. In addition, we plan to investigate the practical

applicability by conducting research on trade-offs of

BERT variants and developing effective tokenization

techniques to identify attacks with higher accuracy

than previous single-event-based detection systems.

Additionally, we are considering the possibility of de-

veloping a security detection model utilizing the

Retrieval Augmented Generation (RAG) approach. By

utilizing knowledge databases based on publicly avail-

able security vulnerability information such as the

Common Weakness Enumeration (CWE) list, we plan

to develop more advanced security threat detection

models through a combined approach of sLLM and

RAG. Based on the above research, we aim to go

beyond simply detecting anomalous behavior to dem-

onstrate the practicality of the proposed model and

develop it into a solution that meets practical needs

in the security field.

From this point of view, the proposals in this paper

are expected to provide practical case study in the

field of modernization of network security systems

and development of real-time security monitoring

solutions.
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