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ABSTRACT

This paper proposes a Vision Transformer
(ViT)-based model for predicting future driving

scenes. The proposed ViT architecture processes in-

put images as patches and leverages the attention
mechanism to efficiently learn global visual in-
formation, while also integrating control inputs to ef-
fectively capture correlations between visual context
and driving actions. Experimental results show that
the ViT-based model generates sharper images than
the baseline and achieves higher semantic similarity
in explanation evaluations using a Vision-Language
Model (VLM). These results suggest that the ViT ar-
chitecture is effective not only for future prediction

but also for explainable autonomous driving control.
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Fig. 1. ViT-based future road image prediction model
architecture
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Table 1. Comparison of generated future road image
quality and explanation similarity

Cosine Similarit
Model PSNR SSIM Y
(dB) BLIP TinyIC
Baseline 26.43 0.7785 0.928 0.933
ViT 28.05 0.8418 0.93 0.947
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Fig. 2. Qualitative comparison of future road image
prediction results
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