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Development of an Effective Node Replication Based Consensus
Algorithm for Reliable Small-Scale Blockchain Networks
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ABSTRACT

This paper explores blockchain as a decentralized and distributed storage technology where each device
stores identical transaction data without reliance on a third party for verification or control. Consensus
algorithms, particularly those based on voting systems, validate transactions and ensure tamper-proof records by
achieving agreement among participants. However, existing voting-based algorithms face challenges such as
high message transmission overhead, increased latency, and reliance on hardware evaluation to determine node
reliability. To address these limitations, this study proposes a novel consensus algorithm designed for
small-scale blockchain networks. The proposed scheme defines a fixed number of nodes within an internal
group to perform consensus, significantly reducing transmission latency, improving throughput, and minimizing
message exchanges. Simulators for PBFT, QPBFT, and the proposed scheme were developed and evaluated
under varying conditions. Results indicate that the proposed scheme outperforms PBFT and QPBFT in terms of
throughput and message verification success rates, while maintaining stable performance. This research provides
valuable insights into the design of efficient consensus algorithms for reliable, small-scale blockchain systems

and lays the groundwork for future implementation and evaluation in real-world networks.
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I. Introduction

Blockchain is a decentralized, distributed storage
system where all nodes store identical transaction data
without the need for a central authority to validate
or manage it. This structure ensures the integrity and
immutability of stored data, as altering information
in a single block would invalidate all subsequent
blocks in the chain'?. As a result, blockchain has
become a foundational technology in systems requir-
ing secure, transparent, and tamper-proof data
management.

A key component of blockchain technology is the

consensus algorithm, which ensures that all nodes in
the network agree on the validity of transactions be-
fore new blocks are added. Consensus algorithms are
generally categorized into two main types: attrib-
ute-based mechanisms and voting-based mechanisms.
Attribute-based methods, such as Proof of Work
(PoW) and Proof of Stake (PoS), rely on computa-
tional power or the quantity and age of held coins,
respectively. These methods are widely adopted in
public blockchain systems due to their strong security
guarantees. However, they suffer from high energy
consumption, low scalability, and potential central-
ization, especially when a small number of nodes con-
sistently gain the right to generate new blocks®™*.
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To improve on these limitations, variants such as
Proof of Useful Work (PoUW) and Casper have been
proposed. PoUW aims to channel computational ef-
forts into solving socially valuable problems, while
Casper combines PoS with Byzantine Fault Tolerance
(BFT) principles to reduce energy waste and enhance

security”

. Despite these advances, attribute-based
approaches remain resource-intensive and are not al-
ways suitable for lightweight, small-scale blockchain
networks.

Voting-based consensus algorithms, such as
Practical Byzantine Fault Tolerance (PBFT), offer an
alternative that emphasizes communication rather than
computation. PBFT allows nodes to reach consensus
through a structured message exchange process, en-
suring system reliability even when a fraction of nodes

M. However, PBFT suffers from

behave maliciously
significant message overhead and latency due to its
multi-phase communication rounds. As the number of
nodes increases, these issues worsen, making PBFT
impractical for networks with tight performance
constraints.

To address some of PBFT’s inefficiencies,
Quantified-role PBFT (QPBFT) was introduced.
QPBFT incorporates a node reliability scoring system
to classify nodes into roles such as management, vot-
ing, and candidate nodes, thereby limiting communi-
cation to a smaller set of trusted participants’®., While
this approach reduces message complexity compared
to PBFT, it also introduces overhead from reliability
evaluation and may reduce robustness when the num-
ber of high-reliability nodes is low or when scoring
fluctuates frequently.

In the context of small-scale blockchain systems,
such as enterprise networks, campus research environ-
ments, or closed IoT systems, efficiency, speed, and
simplicity are more important than large-scale
scalability. These systems require consensus mecha-
nisms that operate reliably with fewer nodes and lim-
ited resources, while minimizing communication over-
head and delay.

To meet these demands, this paper proposes a novel
consensus algorithm tailored for small-scale, permis-
sioned blockchain environments. The proposed
scheme eliminates the need for ongoing reliability

evaluation or dynamic role assignment by predefining
a fixed internal group of representative nodes. Within
this group, a leader node is selected based on a pre-
determined priority value. The consensus process fol-
lows a streamlined prepare-confirm sequence, allow-
ing fast verification and block creation while keeping
communication overhead low. By reducing the num-
ber of nodes involved in consensus and simplifying
message exchange, the proposed approach improves
performance without sacrificing fault tolerance.
Simulation results demonstrate that the proposed al-
gorithm outperforms existing methods such as PBFT
and QPBFT in key performance metrics, including
transmission latency, message overhead, and success
rate of message verification. These findings suggest
that the proposed method offers a practical and effi-
cient solution for small-scale blockchain networks,
where lightweight operation, reliability, and quick

consensus are critical.
II. Existing Schemes

2.1 Practical Byzantine Fault Tolerance
Algorithm (PBFT)

PBFT (Practical Byzantine Fault Tolerance) is a
consensus algorithm based on the BFT model, de-
signed to improve efficiency by selecting a leader
node —called the primary —to receive client requests.
To ensure safety, PBFT assumes a system of n = 3f
+ 1 nodes, tolerating up to f faulty nodes®. The con-
sensus process consists of three phases: pre-prepare,
prepare, and commit.

In the pre-prepare phase, the client sends a request
to the primary node, which then creates a pre-prepare
message using the request data and broadcasts it to
the backup nodes. Each backup node verifies the mes-
sage’s integrity and, if valid, creates a prepare mes-
sage and sends it to all other nodes, including the
primary. In the prepare phase, nodes compare received
messages to confirm consistency. Once a node re-
ceives 2f + 1 matching prepare messages, it proceeds
to the commit phase by broadcasting a commit
message.

Each node, upon receiving at least 2f + 1 valid
commit messages, confirms the transaction and adds
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Fig. 1. Message Flow in the PBFT Consensus Algorithm

the block to its local blockchain. Finally, the node
replies to the client, indicating that the consensus has
been reached. Cryptographic techniques such as digi-
tal signatures or Message Authentication Codes
(MAC) are used throughout to ensure data integrity!”.

Despite its fault-tolerance and deterministic final-
ity, PBFT suffers from performance limitations. The
multi-phase message exchange process results in com-
munication overhead, especially as the number of par-
ticipating nodes increases. Moreover, its leader se-
lection method using the formula primary node = view
number mod |R| can lead to temporary centralization
and inefficiency, particularly during view changes. To
mitigate these issues, implementations often limit the
number of nodes in the consensus group'!.

To address these limitations, particularly the com-
munication overhead and the inefficiencies caused by
static leader selection, an enhanced version called
QPBFT (Quantified-role PBFT) was proposed. One
notable improvement over PBFT is QPBFT, which
enhances efficiency by assigning node roles based on

a reliability scoring mechanism!'?.

Table 1. Node Reliability Evaluation System Table

2.2 Practical Byzantine Fault Tolerance
Consensus Algorithm Based on
Quantified-role (QPBFT)

QPBFT (Quantified-role PBFT) improves upon the
limitations of PBFT by reducing message overhead
and time delays through a node reliability scoring
mechanism. This mechanism evaluates each node
based on two key attributes security and availability
with multiple sub-metrics, as detailed in Table 1.

Each attribute, such as bit error rate, abnormal data
ratio, identity fraud ratio, transmission success ratio,
available storage capacity, and processor utilization,
is normalized and weighted to compute a composite

reliability score using the formula:
S(y) = 3o, w; X a* @

Nodes are then classified into four roles: manage-
ment, voting, candidate, and ordinary nodes, as illus-
trated in Fig. 2. This classification is based on each
node’s calculated reliability score, which reflects its
security and availability attributes. In normal oper-
ation, nodes with scores below 0.6 are filtered out as
potentially malicious and are excluded from the con-
sensus process to enhance overall network
trustworthiness. Among the remaining reliable nodes,
one is randomly selected to serve as the management
node. This management node plays a central role by
broadcasting the client’s request to all voting nodes
and coordinating the consensus process.

After verifying the integrity of the message, voting

First-level Second-level Scoring instructions Normalized value Weight
Bit error rate Ratio of error code to total code al 0.0675
. Ratio of ab 1 data t iginal
. Abnormal data ratio atio ot abnorma’ dafa fo orgina a2 0.2521
Security data
Ratio of identity fraud t
Identity fraud ratio Ato ol identity trauc fo a3 0.3743
communication
Ratio of ful t ission t
Transmission success ratio atio ol success u. I'E.lnSIl’IISSIOIl © a4 0.0631
communication
a . . Ratio of ilabl ity to total
Availability | Available storage capacity atio of avariable .capaCI v fo fol a5 0.0072
capacity
Processor utilization CPU resources used by running ab 0.0197
programs
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Fig. 2. Procedure of QPBFT Algorithm Procedure

nodes send confirm-messages back to the management
node. If the management node receives at least 1+
n,/2 valid confirm-messages, it generates a new
block within the designated cycle.

QPBEFT effectively reduces the number of message
exchanges by excluding low-reliability nodes from the
consensus process. However, several challenges
remain. As the total number of nodes increases, the
number of exchanged messages still grows, even after
filtering. Moreover, the success rate of message ver-
ification may decline due to the filtering mechanism.
When only a few nodes pass the reliability threshold
especially in cases of score imbalance faulty nodes
may be included in the consensus group. To mitigate
these issues, a representative group-based consensus
structure can be adopted, where consensus nodes are
pre-designated to form a fixed group!?. This approach
minimizes node fluctuation and reduces communica-
tion load, as will be discussed in detail in the follow-

ing sections.
. Methodology

To address transmission latency and issues related
to centralized systems, this paper proposes a new
scheme. The concept of the proposed scheme involves
creating an internal group to perform consensus™*.
The design of this method reflects the fundamental
principles of Byzantine Fault Tolerance (BFT), partic-
ularly the ability to maintain reliable consensus even
in the presence of faulty or malicious nodes. The sys-
tem assumes a permissioned blockchain environment
with authenticated nodes and secure communication
channels. Unlike other approaches, the proposed
scheme does not define node roles based on credit
values. Instead, it identifies the node with the highest
priority value to serve as the leader node during nor-
mal operations. Fig. 3 shows the structure and mes-

Sends a transaction request
to initiate the consensus process

1) Send Reguest message

Highest-priority node that receives

Leader requests and coordinates consensus

2) Verify Request message

3) Send Prepare message

6) Collect and verify Confirm message
7) Block Generation Notice

4) Verify Prepare message
5) Send Confirm message

Validator | eee | Validator

A fixed set of selected nodes responsible for validating
messages and sending confirm messages to the leader

Fig. 3. Overview of the Proposed Consensus Scheme

sage flow of the proposed consensus scheme, includ-
ing interactions between the client, leader, and repre-
sentative nodes.

This paper explains the proposed scheme in terms
of node attributes and normal operation, and it de-
scribes the development of simulators to compare the
performance of PBFT, QPBFT, and the proposed

scheme.

3.1 Node Attributes and Consensus Rights

In the proposed scheme, two attributes are used to
define consensus for a node: the roles of nodes and
the priority value. Nodes are categorized into two
roles: master nodes and slave nodes. This reflects the
use of a private blockchain system, which relies on
a less computationally demanding consensus algo-
rithm™). According to the proposed scheme, master
nodes can create new blocks within their own block-
chain and actively participate in consensus. Slave no-
des, on the other hand, cannot create new blocks but
can still participate in the consensus process.
Additionally, slave nodes are created by master nodes
to assist in achieving consensus. This approach is de-
signed to reduce the resources required for storing the
blockchain and the overhead associated with generat-

ing new blocks. Each node’s role is assigned a priority
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value, which determines its eligibility to become the
leader node responsible for handling client requests.
The priority value is assigned to nodes when they are
added to the blockchain system. In the simulation, this
value is randomly generated between O and 100 for

evaluation and comparison purposes.

3.2 Consensus Mechanism in Normal
Operation

In the Request phase, the client sends a request with
the message format < m, REQUEST, -1 > to the
blockchain system. The consensus algorithm then se-
lects n nodes to form a group of representatives for
consensus, regardless of whether a node is faulty or
not, as this helps address transmission delay issues.
According to the QPBFT paper, transmission delay
increases as the number of nodes in the blockchain

system grows. After forming the group, the node with

Algorithm 1 Proposed Scheme Algorithm

1 The client sends a request <m, REQUEST,
-1>.

2 A set of GR[] € Select the n nodes to be the
group of representatives.

3 | Leader-node < the node which has the most
priority value in the group of representatives
and is not faulty node.

4 | Leader-node receives a request in log.

Leader-node creates a prepare-message <m,
PREPARE, node’s ID, D (m, PREPARE,
node’s ID)>

6 | Leader-node broadcast a prepare-message to
other nodes in the group of representatives.

7 LOOP FOR node from GR, where excludes
Leader-node

8 The node receives a prepare-message in its
log.
9 IF the node is not faulty node and verify

a prepare-message which is not tampered.

10 The node creates a confirm-message
<m, CONFIRM, node’s ID, D (m,
CONFIRM, node’s ID)>

11 The node sends a confirm-message to
Leader-node.

12 | END

13 | IF Leader-node verifiezs confirm-messages and

get at least Minternal X 3 messages

14 Leader-node notice other nodes to generate
a new block for master nodes, otherwise
they don’t anything.

15 | Clear log in each node.
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the highest priority value, assigned during the initiali-
zation process, is selected as the leader node within
the internal group. Next, the leader node receives the
client request and generates a prepare-message in the
format < m, PREPARE, node’s ID, D(m, PREPARE,
node’s ID) >. This message includes the request m,
phase, node’s ID, and a digest of the message log.
The leader node broadcasts this prepare-message to
the other nodes in the internal group, and each node
stores it in its own message log. In the Prepare phase,
when a node receives the prepare-message, it com-
pares the digest in the message with a newly calcu-
lated digest, which is encrypted using the message,
phase, and node’s ID, to ensure the message has not
been tampered with. This verification process utilizes
a Message Authentication Code (MAC). If the ver-
ification is successful, the node generates a con-
firm-message in the format <m, CONFIRM, node’s
ID, D(m, CONFIRM, node’s ID) > and forwards it
to the leader node. If the node is faulty, it does not
perform any action.

In the Confirm phase, when the leader node re-
ceives at least Minternat X (2/3) confirm-messages,
which have not been tampered with, from other nodes
in the internal group, the leader node notifies the other
nodes, including external nodes, to generate a new
block if they are master nodes. Otherwise, it takes
no action. After generating a new block, each node
in the internal group deletes the messages in its log
and regenerates priority values randomly for the next
round of consensus.

The proposed scheme is expected to solve existing
problems for two main reasons. First, it helps reduce
communication overhead between nodes by verifying
that messages have not been tampered with, thereby
preventing unauthorized modifications. Second, every
node can participate in the consensus algorithm, either

Request Phase Prepare Phase | Confirm Phase Reply Phase

client

Master Node 1

Slave Node 2.1

Master Node 2 \

Master Node 3

The Group Of Representatives
Master Node 4

Slave Node 1.1
slave Node 3.1

Fig. 4. Procedure of Proposed Algorithm
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by serving as a leader node or by voting on the val-
idity of messages. This approach enhances
decentralization. Fig. 4 shows an overall message

transmission flow and the consensus procedure.
IV. Simulation Environment

In the experiment on consensus algorithms, this pa-
per developed simulators for PBFT, QPBFT, and the
proposed scheme using Python 3.12.4. Since the simu-
lators perform consensus on a local computer, certain
node attributes and parts of the algorithms were modi-
fied or omitted to adapt to the simulation environment.
When a client sends a request, all consensus algo-
rithms process one request per round. As a result,
PBFT does not define a sequence number in the trans-
mitted message format, and PBFT and QPBFT use
the same message format as the proposed scheme. For
QPBFT, each node’s attributes are generated within
the range of O to 1 instead of being calculated nor-
mally, as proper evaluation is not feasible on a single

computer.
V. Performance Analysis

Fig. 5 shows the environment for performance
analysis. For the experimental setup to impact of the
impact of the number of requests, each consensus al-
gorithm is configured with 10 nodes, while the num-
ber of faulty nodes is a random value between O and
one-third of the total number of nodes to simulate re-
al-world conditions. In QPBFT, there are 6 manage-
ment nodes and 4 voting nodes. In the proposed
scheme, there are 6 master nodes, 4 slave nodes, and
two group sizes (4 and 6 nodes) for comparison.

To evaluate transmission latency, the number of re-

Node 7
Node 9 as Faulty,

Node 5
Node 10

Send Request Node 6
Client Node 8 as Faulty)
-—

Reply successfully Node 1
Node 4
Node 3

Node2 ) \asFauly

Fig. 5. Environment in Local Computer

quests is increased by 10 per iteration, ranging from
10 to 300 requests, to generate a graph. The proba-
bility of successfully proving messages is calculated
using the formula: (2). This metric is used to assess

the performance of the algorithms.

n(True Messsages)

P(Accepted Messages) = 2)

n(Requests)

Based on the transmission latency results shown in
Fig. 6, the efficiency of the proposed scheme and
QPBFT remains stable, demonstrating satisfactory
performance. The proposed scheme effectively re-
duces transmission latency. For 300 requests, the
transmission latency of PBFT is 193.74 ms, while that
of QPBFT is 31.77 ms. The proposed scheme shows
a transmission latency of 37.55 ms when 4 nodes are
selected as the group of representatives and 43.15 ms
when 6 nodes are selected.

Based on the probability of successfully proving
messages shown in Fig. 7, the proposed scheme dem-
onstrates higher success rates than QPBFT while
maintaining stability comparable to PBFT. The aver-
age probability for PBFT is 0.74, for QPBFT is 0.47,
and for the proposed scheme is 0.91 when 4 nodes
are selected as the group of representatives and 0.81
when 6 nodes are selected.

For the experimental setup to impact of the number
of nodes, the number of nodes increases by 5 at each
iteration, ranging from 10 to 100, to evaluate all

simulators. Since QPBFT and the proposed scheme

Transmission Latency After sending requests
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Fig. 6. Transmission Latency after Sending Requests
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The Probability of Proving messages successfully after sending requests
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Fig. 7. The Probability of Proving Messages Successfully
Graph after Sending Requests

define specific node roles, the QPBFT simulator ran-
domly assigns the number of management nodes be-
tween 1 and half of the total nodes (using a seed)
and calculates the number of voting nodes as n(voting
nodes) = n(nodes)-n(management nodes). Similarly,
the proposed scheme randomly assigns the number of
master nodes between 1 and half of the total nodes
(using a seed) and calculates the number of slave no-
des as n(slave nodes) = n(nodes) - n(master nodes).
The simulators send one request to measure the delay,
which is then used to calculate throughput using the
formula: (3) in transactions per second. To evaluate
message exchanges, the simulators count the messages

sent by each node.

Th hput = n(request)
roughput = delay ©)

Based on the throughput results shown in Fig. 8,
the proposed scheme achieves higher throughput than
other consensus algorithms. It can handle multiple re-
quests to verify transactions as the number of nodes
increases because it defines a specific group of
representatives.

As shown in Fig. 9 and 10, due to the exponential
increase in message exchanges in PBFT, the evalua-
tion is divided into two graphs: one includes PBFT,
and the other excludes it. The proposed scheme dem-
onstrates stable message exchange rates for both
4-node and 6-node representative groups. In contrast,

QPBFT shows an increase in message exchanges as
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the number of nodes increases, as illustrated in Fig.
10.

A summary of the experimental results is provided
in the table below.
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Table 2. Performance Comparison among Consensus
Algorithms

Transmission Success Rate Message (Throughput
Scheme Latenc of Message Overhead| (tx/sec)
Y| Verification | &
PBFT 193.74 0.74 High Low
QPBFT 31.77 0.47 Medium | Medium
Proposed
Scheme 37.55 0.91 Low High
k=4
Proposed
Scheme 43.15 0.81 Low High
k=6

As shown in Table 2, the proposed scheme demon-
strates a significant improvement in both transmission
latency and message overhead compared to PBFT and
QPBFT. Particularly, it maintains a high success rate
for message verification while achieving higher
throughput, making it more suitable for small-scale
blockchain networks where efficiency and reliability

are critical.

VI. Conclusions

Since PBFT, QPBFT, and the proposed scheme
were implemented as simulators for experiments on
a local computer, testing on a real network was not
possible. However, based on the evaluation of the
workflows of all three consensus algorithms, the pro-
posed scheme demonstrated the best results. Its per-
formance, however, depends on the number of nodes
selected for the internal group of representatives to
perform consensus. If the internal group includes too
many faulty nodes, this could lead to a decrease in
the success rate of message verification, throughput,
and other performance metrics.

Therefore, this study serves as a guideline for de-
signing consensus algorithms for reliable small-scale
blockchain systems. Finally, we hope to further devel-
op consensus algorithms that can operate on real net-
works, allowing for real-world evaluations and im-
plementations to facilitate training on the practical use
of blockchain technology.
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