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ABSTRACT

Recent studies on convolutional neural networks based on fully homomorphic encryption(FHE) have gained
momentum, and there are reports of implementing ResNet with high accuracy on the representative FHE
residue number system variant of Cheon -Kim -Kim - Song(RNS-CKKS). However, existing approaches
under utilize ciphertext slots, requiring frequent bootstrapping and therefore incurring substantial computational
overhead. In response to this, our paper proposes a ’'merged bootstrapping’ method that, when performing
residual network(ResNet) on multiple images simultaneously, merges multiple ciphertexts into a single ciphertext
before bootstrapping. This effectively utilizes all slots of the ciphertext, significantly reducing computation time.
Experimental results using the RNS-CKKS scheme library, Lattigo, confirmed that when classifying 2, 4, and 8
Canadian Institute for Advanced Research-10(CIFAR-10) images with ResNet-20 using merged bootstrapping,
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the per-image computation time was reduced by 43%, 58%, and 61% respectively, compared to the previous

methods. Additionally, the implementation of two-image classification using ResNet-20 with merged

bootstrapping resulted in a 37% reduction in amortized runtime compared to previous work.
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Table 1. Runtime of (Sparse-slot) bootstrapping depending
on the number of slots and level

#SlOtS(TLS) 212 213 214 215
(sparse-slof) 163‘;)61 36.1 | 389 | 389 | 47.1
bootstrapping
runtime (s) 163”161 395 | 422 | 422 | 539
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Table 2. Total bootstrapping time for ResNet-20
execution utilizing merged bootstrapping

previous proposed

1 image |2 images| 4 images| 8 images

runtime (s) | 683 830 1223 | 2264
amortized 683 415 306 283
runtime (S)

ResNet-20-5 ©]-83}0] 73z 739, 715 Whgell vl
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Fig. 3. Architecture for simultaneous classification of two
images using ResNet-20 with merged bootstrapping
technique

1675



The Journal of Korean Institute of Communications and Information Sciences "25-11 Vol.50 No.11

Input: Ciphertexts ct
O ) i)

split) " split® split

Output: Splitted ciphertexts a0

1. for i=0 to k—1

2 sum < ct,,,.,

3 temp <« Ct@Sk,s,j

4. for j=0 to k—1

5 sum <« sum Rot (temp;jn/ks)
6. )

split < sum

LTEE 3. Select(s) dazl&
Algorithm 3. Select(s) algorithm

)y — 11 0<i<n/s
§@) {0 otherwise.

o] “H, Select(s)% F=3] o oF3 - ctoll sy
@85 wiEaic) o) Ealglh dlojelr} s Wk
Hogl= ‘é‘EH‘”J 31 hsellA A n/s7He] dlelE
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A3 gt
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A 5% A AR steulee] dplo] sh
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?} FEAEIS 283k ResNet-200l] I8t F o]
x] BEo] 28 A7t
Table 3. Runtime for classifying two images using
ResNet-20 with merged bootstrapping

- |=I=I

previous proposed
(one image) (two images)
runtime .
X . amortized
(amortized | runtime (s) .
. runtime (s)
runtime) (s)
ConvBN 59 119 59
Boot 684 827 414
ReLU 143 162 81
Merge - 0.63 0.31
Split - 1.56 0.78
Downsamp 1.07 1.83 0.91
Avg-Pool 0.57 1.13 0.57
FC-layer 1.37 2.74 1.37
total 888 1115 558
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