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요 약

4차 산업 혁명 이후 AI기술이 여러 분야에서 광범위하게 사용되고 있지만, 과대/과소 적합, 클래스 불균형, 모

델 별 특성에 기인한 표현(가설공간) 의 한계와 같은 문제점 또한 부각되고 있다. 이를 극복하기 위한 방법으로

앙상블(모델 결합) 이 ML에서 광범위하게 사용되고 있다. 특히 투표 앙상블은 다양한 가중치 부여 방법이 연구되

어, 이에 따른 성능 향상을 보여주고 있다. 하지만 기존 방법의 경우 한가지 평가지표만을 고려한다는 점에서 정

보의 반영에 한계가 존재한다. 따라서, 본 논문에서는 다-준거 상황에서 협력 게임을 이용해 여러 정보를 고려한

결정을 내리는 방법을 제안한다. 이를 통해 사전에 분류기에서 알 수 있는 다양한 종류의 정보들을 동시에 고려하

고 반영할 수 있으며, 이는 적절한 가중치의 분배와 성능 향상으로 이어진다. Open-ML-CC18의 데이터 셋에 기

계학습 알고리즘을 적용하고, 기존 앙상블 가중치 방법과 비교하였으며, 실험결과 다른 가중치 방법에 비해 평균

1.02%, 최대 3.15%의 정확도 향상을 보였다.

키워드 : 협력게임, 앙상블,멀티 클래스 분류, 다준거, 게임이론, VIKOR 방법

Key Words : MCDM, Cooperative Game, compromise, Ensemble, Multi-class classification, Multi-Criteria,
Game theory, VIKOR method

ABSTRACT

Since the Fourth Industrial Revolution, AI technology has been widely used in many fields, but there are

several limitations that need to be overcome, including overfitting/underfitting, class imbalance, and the

limitations of representation (hypothesis space) due to the characteristics of different models. As a method to

overcome these problems, ensemble, commonly known as model combining, is being extensively used in the

field of machine learning. Among ensemble learning methods, voting ensembles have been studied with various

weighting methods, showing performance improvements. However, the existing methods that reflect the

pre-information of classifiers in weights consider only one evaluation criterion, which limits the reflection of

various information that should be considered in a model realistically. Therefore, this paper proposes a method

of making decisions considering various information through cooperative games in multi-criteria situations.

Using this method, various types of information known beforehand in classifiers can be simultaneously
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Ⅰ. 서 론

최근인공지능이다양한분야에서두각을나타내고
있으며, 그배경에는다양한기법의연구와하드웨어의

발전, 학제간연구의활성화, 다양한분야에서의시도가
있다. 이러한기술의발전과적용에따라 AI가해결하
고자하는문제는더복잡해지고있으며, 클래스불균

형, 고차원, 노이즈, 과적합등의성능문제가발생하고
있다. 이러한문제를극복하기위해, 모델결합이라고도
불리는 앙상블이 머신러닝 분야에서 광범위하게 사용

되고 있다[1].

앙상블은여러모델의결합을통해더강건하고정확
한예측을생성하는방법으로과거부터지금까지최신

기술의접근방식에서빠지지않고등장하고있다. 복잡
한데이터를처리하기위한최신기법속에도앙상블이
사용되고있으며, 그중각광받는기법중몇가지를논

하자면여러채널의데이터를학습하는멀티모달, 그리
고 데이터를 군집화 하는 클러스터링이 있다. 이러한
기법들에빠지지않고들어가는요소가있다면바로분

류기의 결합 즉, 앙상블이다.

앙상블의방법에는여러가지방법이있으며, 각기장
단점이존재한다. 이를소개하기위해전통적인앙상블

방법을분류하자면크게동종앙상블(homogeneous en-

semble) 과 이종 앙상블(heterogeneous ensemble) 로
분류된다.

동종 앙상블의 대표적인 예로베깅(Bagging), 부스
팅(Boosting) 이있다. 보통이알고리즘을기반으로다

양한 변형이 사용되고 있으며 더 나아가 이런 방법의

연장선에서신경망또한앙상블과같은관점에서랜덤
하게 노드를 비활성화함으로 다양한 분류기를 만들고
최종예측시모든노드를사용함으로써합치는드롭아

웃이라는방법이사용된다. 동종앙상블이라는이름처
럼, 이앙상블방법은같은알고리즘을가지는동종분
류기간의 결합 방법이며, 이는 앙상블 구성이 다양한

방법론을통해생성되지않기에, 다양성에대한이득이
제한된다는 한계점을 가지고 있다[2].

다음으로이종앙상블은이논문에서다루고자하는

방법으로, 많이 쓰이는 방식은 스태킹(Stack

Generalization) 과 투표(Voting) 가 있다.

스태킹은메타분류자를이용한기법으로, 각분류기
의출력을피처로사용하여메타분류기가학습을진행

하는방식이며, 일반적으로성능이가장좋다고여겨지
지만, 별도의학습이필요하며연산량이많아지기에속
도가 느리다는 점과 과적합이 단점으로 꼽힌다.

투표방식의경우비교적직관적이고간단한위원회
방법으로, 각분류기의결과를투표룰에따라조합하는
방식이다. 투표룰의경우여러가지가있으며, 앞서말

한베깅의경우도최종결과는이투표에따라이루어진
다. 투표를사용하는이유는단일분류기가달성할수
없는성능을달성할수있기때문이다[3]. 이투표방식

은관점에따라투표의룰, 가중치(weight) 부여방법의
차이로 많은 방법들이 제안되어왔다.

이중에서도가중투표앙상블의경우, 어떤정보가

얼마나가중되어반영되는지를사람이이해하기쉽고,

단순하면서도 효과적인 방법이며, 분류기의 강인함과
정확도를향상시키는방법이다. 그렇기에투표방법을

통한성능향상에대한연구는활발히지속되어왔으며,

이로인해다양한결합방법이개발되었다. 이방법들은
주로에러율정확도등모델의성능지표를기반으로하

며, 대다수의 방법이 하나의 준거에 의존한다.

그러나어떤하나의성능지표가모델의특성을모두
반영한다고볼수는없으며, 다양한평가지표중어느

하나만을 고려하기에는 데이터의 분포에 따라 유의미
한 평가지표가 달라지기도 한다. 특히 클래스 불균형
데이터에서이러한문제가두드러지게나타나며, 문제

의정의에따라비용상특정평가지표가더중시되어야
하는경우도존재한다. 이러한환경에대한고려또한
배제할수없기에이를반영가능한가중치부여방법이

필요하다.

다중클래스분류의경우고려해야할점이더늘어
나는데, 그이유는이진분류에비해이평가방법을각

클래스관점에서다르게바라보게되기때문이다. 따라
서 동일한 평가 지표라도 각 클래스 입장에서 다르게
측정된다.

하지만기존의가중앙상블방법에서는단순히클래
스별평가지표를단순히조합하거나, 혼동행렬의대각
합, 에러의개수등을이용하고있으며, 이러한방법들

은앙상블을이루는모델의정보를충분히반영한다고

considered and reflected, leading to appropriate weight distribution and performance improvement. The machine

learning algorithms were applied to the Open-ML-CC18 dataset and compared with existing ensemble weighting

methods. The experimental results demonstrated an average accuracy improvement of 1.02% and a maximum

improvement of 3.15%, showing superior performance compared to other weighting methods.
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보기어렵다. 따라서얻을수있는다양한정보를고려
하되, 정보의중요도를조정할수있도록특성을유지하
면서 가중치를 산출할 수 있는 방법이 필요하다.

기존의방법이하나의평가지표에의존하기에, 모델
의 다양한 성능 측변을 모두 반영하지 못하는 한계를
극복하고자본논문에서제안하는기법은다준거의사

결정과 협력 게임 이론을 활용한 접근법을 제시한다.

이로써여러가지지표를동시에고려함으로써보다적
절한 가중치 할당과 성능 향상을 도모할 수 있다.

이러한접근은앙상블방법의핵심인다양성과도일
치하며, 다양한평가요소를효과적으로가감하고조정
할 수 있는 유연성을 제공한다. 이로써, 기존 방법이

간과했던 요소들을 포함함으로써 앙상블의 성능을 향
상시키고, 실제문제해결에적합한솔루션을제공한다.

이는의료진단, 금융탐지, 위급상황탐지등다중클래

스분류가중요하고높은정확도가요구되는산업분야
에 적용될 수 있다[4].

Ⅱ. 관련 연구

투표방식앙상블을통한성능향상연구는활발히
지속되어왔으며다양한접근방법에대한연구가존재

한다[4,5]. 이러한투표앙상블을 설명하기위해표기를
정리하면 다음과 같다.개의분류기와 개의클래스가있는상황을가정
할때, ⋯는개별분류기 의앙상블
을나타낸다. 는분류기 가올바르게예측한비율인
추정정확도를나타내며, 는분류기 가틀리게예측
한에러수, 는분류기 의 에대한출력을나타낸다.

문헌에따르면분류기의출력은하드(Crisp), 소프트
(Fuzzy), 적합도(Possibilistic) 세가지로나뉜다[6]. 이때,

출력의경우 ⋯ 의벡터로나오게되는데각출력
별 차이는 다음과 같다.

하드출력의경우흔히말하는분류결과로써, 최종

출력되는결정값을말한다. 이경우 ⋯⋯과같
이 원-핫 인코딩 벡터로 표기되며∈∈⋯ 로나타낼수있다. 이때 
가클래스 를예측하면  , 그렇지않으면 0이

다.

소프트출력은출력의확률적해석을포함하는출력

으로, ⋯⋯와같이각클래스에속할확률
로써 표기되는 출력이다. 식으로 나타내자면,∈∑   으로 정의되며, 마지막으로

적합도는샘플의클래스에대한적합도를나타내는것

으로써, ∈∑    로나타낼수있다[7].

이중가중앙상블에서주로사용되는것은하드출력과
소프트출력으로, 이출력의차이로과반수투표와소프

트투표로나뉘게된다. 이를각각가중치가없는경우
로 나타내면 다음과 같다[4].

a) 단순 과반수 투표 (Simple Majority Voting):

 ⋯argmax     (1)

b) 단순 평균 투표(Simple Average Voting):

  ⋯argmax      (2)

이외에도투표룰에따라 베이즈 룰, 최대 투표룰,

등여러비가중, 가중방식의투표방법이존재하고있
으며, 대다수의가중투표앙상블은위두가지를기반으
로구성된다[6]. 여기서 는가중치로, 결정하는방법에

따라가중투표앙상블의방법이달라지게되며, 이논

문에서비교하기위해선택한기존의가중치분배방법
은 SWV, RSWV, BWWV, QBWWV, WMV 5가지로
수식으로 나타내면, 다음과 같다[6].

c) 단순 가중 투표(Simple Weighted Vote; SWV):

 ∑   


(3)

여기서 는 분류기 의 추정 성능에 해당한다.

d) 가중다수결투표 (Weighted Majority Vote(log-

odds); WMV):

  log
  (4)

e) 리스케일링가중투표(Re-Scaled Weighted vote;

RSWV):

 max⋅  (5)
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여기서 는분류기 에의해흭득된오류수이고, 은
클래스의 수, 은 검증 세트의 샘플 수이다.

f) 최선-최악 가중치 투표(Best-Worst Weighted

vote; BWWV):

 
 (6)

여기서 와 는 각각 최악의 분류기의 오류 수와
최상의 분류기의 오류 수를 나타낸다.

g) 이차 최선-최악 가중 투표(Quadratic best worst

weighted vote; QBWWV):

    (7)

이러한가중치부여방법은특정하나의성능지수에
의존하고있으며, 이는앙상블에서분류기의특성을나

타내기에 부족하다. 따라서 이러한 문제 해결을 위해
다-준거상황을고려, 게임이론을적용해분류기를평
가하고 가중치를 분배하고자 한다.

앙상블및기계학습에게임이론적접목을시도한연
구는다수존재한다[8-10]. 게임이론이 솔루션으로 사용
되는이유는게임이론이앙상블의모티브가되는사회

현상을분석하는것에탁월한방법이므로, 주어진환경
의분석과설계에가장적합한이론이기때문이다. 게임
이론이란여러주체가모여의사결정을내리고, 그결과

에정해진보수를얻는게임상황(Game Situation) 을
분석하는이론으로, 현실의많은문제는이게임이론에
대응된다.

게임이론은크게두가지로협력게임(Cooperative

game) 과 비 협력 게임(non-cooperative game) 으로
구분되며, 논문에서사용되는가중앙상블은, 분류기들

의성능을고려해최종성능을향상시킬수있는가중치
를분배한다는점에서볼때, 협력게임에속한다. 따라
서 협력 게임을 기반으로 가중치 분배를 설계한다.

기존연구에서는가중치분배에성능지표중하나를
선택해사용하지만, 사전학습된분류기로부터얻을수
있는정보는여러가지가존재한다. 또한상황에따른

특정정보의중요도는달라지게되는데, 이정보의종류
를준거로두고, 여러정보를상황에맞게가중치를부
여하여 동시에고려하면서 비교가 가능하도록 스케일

링하고, 종합적 평가를 한 뒤, 그것에 따른 신뢰도를
부여하는방법이필요하다. 이러한상황에적절한방법
은게임이론을기반해경제학분야에서활발히연구되

어왔으며, 본논문에서는그중에서도모든준거를고
려해전역적평가를생성하는방법인 VIKOR방법을사
용한다.

2.1 MCDM-VIKOR 방법
주로 경제학에서 많이 쓰이는 MCDM은 고려해야

할요소가여러개일때, 즉다준거상황에서어떤것을
선택할것인가라는문제의솔루션으로, 본논문에서는

타협에 기반한 방법인 VIKOR(VIseKriterijumska

Optimizacija I Kompromisno Resenje) 방법을사용하
려 한다. 이 방법은 상충되며, 서로 다른 단위가 다른

여러준거를고려해야하는상황을해결하기위해개발
되었다.

어떤대안을선택해야하고, 대안에대한평가기준

이여러개있을때, 대안을 이라하고기준을 이라
하자. 또한, 어떤기준 에서대안을비교했을때, 가장

좋은 대안을  , 가장 안 좋은 대안을 라고 하자.

여기서 은  기준에서  대안의 값이다.

VIKOR 방법에서 값은모든준거에서의종합
적인 평가이며, 다음 식으로 표현된다[11].

     (8)

값은대안에서고려해야할가장큰결점, 즉대안

의 최대 리스크를 뜻한다[11].

  max

  (9)

이 값을 고려해서 값을 정하게 된다. 는
준거에대한가중치를뜻하며, 값은 값에의해결정
되는데, 는 값과 값중어느것에더중점을둘것인
가에대한가중치이다. 이값은일반적으로 가선호
되며, 값을정하는방법을식으로 나타내면다음과
같다[11].

           (10)
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이렇게 구해진 값들을 가지고, 순위를 결정하는

방법이 VIKOR 방법이다.

2.2 협력 게임의 해법. 밸류
밸류란, 게임 이론의 분배 해법 중 하나로써, 여러

플레이어 간의 영향력을 평가하여 수익을 분배하기

위한 방법이다. 여기서 사용하는 밸류는 TU-Game에
서 사용하는 밸류로 한정한다. 이는 투표 앙상블과
같이 가중치가 반영되어 정보를 결합하는 과정을 서

로 효용이 양도 가능한 TU-Game 상황으로 가정하기
때문이다.

밸류의특징으로몇가지공리(Axiom) 가존재하며,

이를 식으로 나타내면 다음과 같이 표현된다[12].

a) 효율성(Efficiency; E):

∈   st∀∈∈∈ (11)

여기서 은 대연합(모든 플레이어가 포함된 연합),는 연합의 가치이다.

b) 가산성(Additivity; AD):

  st∀∈ and ∈ (12)

c) 선형성(Linearity; L):

   and⋅  ⋅st∀∈ and ∈∈ℝ (13)

d) 대칭성 (Symmetry; S):

ETP(equal treatment property) 라고도기술되며. 다
음을 만족한다[14].

 st∀∈  ∈ ∀∈ (14)

e) 익명성 (Anonymity; A):

 stpermutation  →∈∀∈ (15)

f) 0-플레이어에 대한 공리 (NPO):

 \ forany ∈\∈ (16)

밸류의분배에대한관념은크게두가지로요약할

수있는데, 이를대표하는것이후술할샤플리밸류와
평등주의(균등분할)이다. 대다수의 많은밸류는이두
가치사이에서절충하기위한시도이며, 여기에서기인

해 개별 기여도를 고려해 가치를 할당 한 뒤, 이익의
잉여분을균등하게 분배하고자하는 ENIC(egalitarian

non-individual contribution) 특성이나오게된다. 후술

할 CIS, ENSC, ENPAC, ENBC 밸류는모두이특성에
서기인하며, RISE(relatively invariant under strategic

equivalence) 라는공리를가지게된다. 이는일반적으

로 ETP와함께솔루션이표준적임을나타내기위해만
족되어야 하는 공리이며 다음 식으로 정의된다[13].

 st∀∈ ∈   and ∈ℝ (17)

Ⅲ. 제안 기법

어떤하나의기준만을가지고가중치를정하는것은,

사전에분류기에서얻을수있는다양한정보를충분히
반영한다고볼수없다. 그렇기에각분류기의특성을

최대한유지, 반영하면서가중치를배분하는방법을찾
는 것이 본 논문의 목적이다.

따라서본논문에서는앙상블단계에서기본분류기

에대해얻을수있는정보인혼동행렬을분류기가데
이터에 대해 학습한 지식으로 가정하고, 여기서 얻을
수 있는 다양한 정보의 특성을 중요도 반영이 가능한

그림 1. 분류기를 위한 VIKOR 솔루션
Fig. 1. VIKOR solutions for classifiers
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상태로유지하면서최종가중치를산출하는방법을제
안한다.

3.1 다-준거 평가 기법
제안방법에서는정보의다양한특성을유지하며, 중

요도를 조정하기 위해 MCDM이라는 분야의 VIKOR

이라는방법을사용한다. VIKOR은서로상충되는고
려사항이여러개존재하는상황에서의사결정을어떻

게할것인가라는문제를해결하기위해나온솔루션으
로, 결과 자체가절충안의 집합에 해당하기에, 협상의
기반이 될 수 있다[10].

이 VIKOR 방법을사용하기위해제안방법에서는
분류기의성능평가지표를사용한다. 다중클래스분류
기의경우클래스별로성능이다르게나타나고, 평가지

표에따라서도성능은다르게표현된다. 이를반영하기
위해제안방법에서고려하는점은평가지표의종류와
클래스별 평가의 차이이다.

VIKOR 방법은이상점에가장가까운점을선택하
려는솔루션이며, 이에분류기의성능지표를이용하는
것은 Fig 1에 표현되어 있다.

Fig 1에서 는 분류기가 준거에서달성한성능
을나타내며, ∗ 는각각해당준거에서최고의성능,

최악의성능을나타낸다. ∗는이상적인성능치(상대

적),   는 VIKOR 방법을통해선택된솔루션을

나타낸다.

즉, Fig 1의파레토경계에해당하는집합에서 ∗와
가장거리가가까운점을찾는방법이다. 분류기앙상블
의 관점에서 말하자면, 분류기 별로 다양한 준거에서

다르게달성하는성능에서, 가장이상적인값에가까워

질 수 있는 지점을 찾는 방법으로, 앞서 설명한 에가 대응된다.

사용할평가지표는 ACCURACY, PPV, NPV, TPR,

TNR이며, 클래스별, 평가지표별통계적정의는 Fig 2,

Table 1에 나타나 있다.

Fig 2은 다중 클래스에서의 혼동행렬을 나타내고,

Table 1은 혼동행렬에따른평가지표를나타낸다. 먼

저각클래스별성능을고려해 VIKOR방법으로성능을
정량화한다. 평가지표별성능의정량화가먼저이루어
지고, 이후모든평가지표를고려한분류기에대한상대

적 평가의 정량화가 이루어진다.개의 클래스와 개의 분류기, 개의 성능지수를
고려하고, 앙상블을 이루는분류기 …의각성
능을    …   …   …로 나타

내면, 개의 × 행렬로 나타낼 수 있으며, 각 에
대해 는대안, 는준거로포뮬래이션해 VIKOR 방법

을계산하면 개의 ×행렬이나오게된다. 이값을

분류기 의 성능에대한지표 로나타낸다. 이값은

∗와 와의거리를의미하며, 식 (8)-(10)에의한다

음 식으로 k번의 VIKOR 방법을 진행한다.

    …max    …min 
st  ∗∗ 

∗∗  (18)

and ∗  ∗  
and  …max ∗  ∗  

번의평가지표별게임에서고려해야할준거별가
중치 는불균형클래스를고려하기위해클래스의수
와반비례하게주어진다. 각클래스에해당하는준거의

가중치는다음식으로주어지며, 감마분포에기반한다.

Metric and definition Formula

Accuracy: Proportion of correct
predictions   

TPR, Sensitivity: Proportion of
actual positives correctly identified 

TNR, Specificity: Proportion of
actual negatives correctly identified 

PPV, Precision: Proportion of
positive identifications that are

correct


NPV: Proportion of negative
identifications that are correct 

표 1. 혼동행렬 기반 평가지표
Table 1. Confusion matrix-based evaluation index

그림 2. 다중 클레스 분류에서의 혼동행렬
Fig. 2. Confusion matrix in multi-class classification



논문 /다중 클래스 분류를 위한 협력 게임 기반 다준거 가중 앙상블 기법

567

제안에서는 단순히 클래스 수에반비례하는 방법으로
주어졌지만, 고려해야할정보에따라이가중치는달라
질 수 있다.

 ⋅exp⋅′
st′ ∑  

 (19)

여기서   …는 각 클래스 의 개수이다.

다음으로이 를다시 VIKOR에포뮬레이션해

계산하여협상의기준이되는평가벡터 를계산한다.

식으로 나타내면 다음과 같다.

   …max    …min 
st ∗ ∗ ∗ ∗ 
   ∗ ∗      … max 

∗ ∗  
(20)

이때, 는동일한값또는사용자가중요도에따라
조정한값을사용하게된다. 제안방법에서는모든평가
지표의중요도가동일하다가정하고동일한값을주게
된다.

제안방법에서는분류기의성능지표만을사용했지
만, 각분류기가서로다른피처를이용하는멀티모달
상황이나, 다른 척도가있는 등, 분류기간의 가중치에

다른지표를고려하는경우, 이에맞는중요도를적용해
분류기를 평가할 수 있다. 이렇게 식 (20) 에 의해 각
클래스와평가지표를고려한평가벡터가정의되면, 이

벡터를가지고어떻게각분류기가영향력을행사해야
할 것인지에 대해 밸류를 이용해 계산한다.

3.2 밸류 계산을 통한 가중치 분배
식 (20) 와특성함수를통해산출된값을후술할밸

류의계산방법에따라각각계산, 정규화하면각분류
기에게주어져야할자원에해당하는가중치 가산출
된다. 이때, 밸류를계산하기위한특성함수는파산문
제로 주어지며, 다음과 같다[14].

max∉∀⊆
where    (21)

여기서 는 앙상블을 이루는 분류기의 집합

 …의부분집합에해당하는연합 ∈이
가져갈 수 있는 값을 나타낸다.

이렇게 모든 연합 에 대한 가치가 평가되면 이를
이용해밸류를계산한다. 밸류별식 (21) 에의해주어

진 를 이용해 분배될 가중치를 계산하는 방법은
다음과 같다.

a) 샤플리 밸류(Shapley Value) :

효율성(E), 선형성(L), 대칭성(S), NPO를만족하며,

다음 식으로 나타낼 수 있다[15].

∈  ∪ (23)

b) 반자프 밸류(Banzhaf Value) :

선형성(L), 대칭성(S), 익명성(AN), NPO를 만족하

며 다음과 같이 주어진다[15].

 ∈ ∪ (24)

c) Solidarity 밸류:

연합구성원들간의동등한분배를추구하는밸류로
써, 다음과 같이 주어진다[15].

  ⊆∶∈ 
st  ∈ (25)

d) CIS(Center of the imputation set) 밸류 :

ENIC 특성에서출발한밸류이며, 효율성(E), 대칭성
(S), 가산성(AD), NPO, RISE를만족하는밸류로, 다음
과 같이 주어진다[13].

   ∈st ∈ (26)

e) ENSC(egalitarian non-separable contribution

value) 밸류: 효율성(E), 대칭성(S), 가산성(AD), NPO,

RISE를 만족하며, 다음과 같이 주어진다[13].
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   ∈st   and ∈ (27)

f) ENPAC(egalitarian non-pairwise averaged con-

tribution) 밸류: 대칭성(S), 가산성(AD), RISE를만족
하며, 다음과 같이 주어진다[13].

≔   ∈st   ∈ (28)

g) ENBC(egalitarian non-Banzhaf contribution) 밸
류: 반자프밸류를이용한밸류로다음과같이주어진다
[13].

≔  ∈ (29)

st   ⊆ ∪
이 ENIC 밸류들은각플레이어의개별가치분배를어
떻게하는가의차이만을가진밸류로, 공유하는관념은
잉여분을 균등하게 분배한다는 점에서 동일하다.

h) Consensus 밸류:

2인게임의표준해결책을 -인의경우로일반화해
개별 가치를 할당하는 밸류로, 효율성(E), 대칭성(S),

가산성(AD) 를 만족하며, 다음과 같이 주어진다[16].

 
 ∈      st (30)




 if⊊
 if
설명한밸류중 ENIC 밸류의경우 의분포에따라,-플레이어에게음수에해당하는값이배당될수있다

[13]. 따라서, 밸류 에 의한 분류기 의 밸류를 라
할 때, 최종 가중치 는 다음 식으로 정의된다.

    whare  max (31)

최종적으로가중치가산출되면, 이를이용해앙상블

을진행하게된다. 가중투표방식의경우기본분류기
의확률적추정을기반할때가장잘작동하기에최종

투표에는소프트출력을이용하게되며밸류 에의한
앙상블은 다음 식으로 정의된다.

   …argmax   
st ∑   maxmax (32)

마지막으로분석단계에서는밸류에따른성능차이
가어떻게나타나는지를살피고, 협력게임상황에서어
떤가치가더성능향상에기여하는지를살펴본다. 밸류

에따라달라지는성능을분석하면, 해당투표환경에서
어떻게가중치를분배해야올바른결정을내릴수있는
가에 대한 해석으로 이어진다.

밸류여러개를후보로고려하는이유는불확실성에
서기인한다. 협동게임은 N-인결정문제로써의협동
게임으로간주되며, 이 N-인결정문제에는많은불확

실성과미지수가관련되어있는이유로, 플레이어의인
식과입력, 판단에존재하는차이로예측이항상정확할
수는 없기 때문이다. 이러한 불확실성에 대한 분석을

위해조금씩다른관념을가진밸류를적용시킴으로써,

밸류에따른성능을비교하고, 가장높은성능을보이는
밸류를채택하고자 한다. 이과정을도식화하면 Fig 3

과 같다.

Fig. 3은제안된앙상블기법의전체적인프레임워크
를 나타낸다. 먼저, 개별 분류기들이 훈련되고 그들의

성능지표가수집된다. 그런다음, VIKOR 방법을적용
하여 다준거에 기반해 분류기를 평가한다. 협력 게임

그림 3. 앙상블 프레임워크
Fig. 3. Ensemble framework
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이론을사용하여각분류기에대한가중치(밸류) 를계
산한다. 마지막으로, 이러한가중치를이용한가중투표
방식을 통해 최종 앙상블 예측을 수행한다.

Ⅳ. 성능 평가

데이터셋으로는 벤치마킹의 용도로 많이 사용되는

OPENML-CC18의 데이터셋을 사용했다[17].

OPENML에있는멀티클래스데이터셋과 CIFAR-10

에서추출한특징데이터를사용해성능을비교했으며,

각 데이터에 대한 설명은 Table 2와 같다.

데이터셋은모델훈련(50%), 모델테스트(25%), 앙
상블테스트(25%) 세트로분할된다. 개별분류기훈련

에훈련세트가사용되고, 분류기의평가에모델테스트
세트를사용하며, 앙상블의성능비교에앙상블테스트
세트를사용한다. 또한, 데이터셋분할시, 수집된데이

터셋과실제데이터분포는동일하다는가정하에층화
추출을 이용해 분할한다.

DATA feature class sample distribution

Surface defects in
stainless steel plates 27 7 1,941 imbalance

Mfeat-Morphological 6 10 2,000 balance

Mfeat-Factor 200 10 2,000 balance

Mfeat-fourier 76 10 2,000 balance

Feature extracted
CIFAR-10 150 10 60,000 balance

표 2. 데이터셋
Table 2. Data Set

DATA Non-
weight SWV RS

WV
BW
WV

QBW
WV WMV Proposed

method

Surface
defects

0.7422 0.7484 0.7319 0.7546 0.7402 0.7484 0.7634

Mfeat-
Morphol

ogical
0.7100 0.7260 0.7280 0.7220 0.7220 0.7240 0.7320

Mfeat-
Factor

0.8400 0.8420 0.8420 0.8340 0.8460 0.8400 0.8460

Mfeat-
fourier 0.8360 0.8380 0.8380 0.8440 0.8320 0.8380 0.850

Feature
extracted
CIFAR-

10

0.8983 0.9007 0.9012 0.9050 0.9068 0.9030 0.9070

표 3. 방법별 정확도 비교
Table 3. Accuracy Comparison by Method

DATA Surface
defects

Mfeat-
Morphological

Mfeat-
Factor

Mfeat-
fourier

Feature
extracted

CIFAR-10

Shap 0.7572 0.7280 0.8460 0.8480 0.9063

Ban 0.7593 0.7320 0.8460 0.8480 0.9062

SO 0.7572 0.730 0.8380 0.8420 0.9012

CIS 0.7469 0.7280 0.8440 0.8500 0.8985

ENSC 0.7634 0.7260 0.8440 0.8440 0.9070

EN
PAC 0.7634 0.7260 0.8440 0.8440 0.9070

ENBC 0.7613 0.7260 0.8460 0.8460 0.9069

CON 0.7510 0.7300 0.8420 0.8380 0.9043

표 4. 밸류별 정확도 비교
Table 4. Accuracy Comparison by Value

기본 분류기로는 K-Nearest Neighbor, Decision

Tree, Support Vector Machine, Naïve Bayes,

Artificial Neural Network(MLP), Quadratic

Discriminant Analysis, Logistic Regression 을사용했

으며, 비교방법으로는, 다중클래스분류에서혼동행렬
의 대각합에 해당하는 정확도(ACCURACY) 로 성능
을 비교한다.

비교대상은기존가중치방법과제안방법에서가장
성능이높게나온점수를비교했으며, Table 3은기존
투표방법(soft voting; 식 (2)-(7) 에해당) 과, 제안한

투표 가중치 방법의 정확도를 비교한 것으로,

Non-weight는 식 (2) 에 해당한다.

실험 결과 Table 3에서 볼 수 있듯이, 제안 방법은

비가중치 방법에 비해 0.6%에서 2.1%까지 정확도가
향상되었다. SWV, WMV와같은기존가중피방법과
비교했을때도평균 0.9%의향상을보여, 다준거를활

용한 가중치 할당의 효과성을 입증하였다. 이는 제안
방법이다른방법에비해앙상블에반영해야할정보들
을 더 많이 반영하기 때문인 것으로 추정된다.

Table 4는제안방법의밸류별정확도를비교한것으
로, 밸류에따른정확도차이는 Solidarity, Consensus

밸류를 제외하면 크게 유의미하지 않았으며,

ENIC-Shapley, Banzhaf 밸류가성능이높게나타났으
며기존방법에비해높은성능을보였다. 이는각밸류
가지향하는바를생각할때에, 앙상블에서는가중치의

배분에부분협력을고려하지않고각분류기의기여도
와전체연합에서의공평성이중요한것으로해석된다.

실험에따르면, 밸류에따른분포가상이하면서도성

능의 차이를 보이는 것을 것을 확인할 수 있다. 이는
각밸류의분배방법의차이에기인한것으로, 개인의
능력, 대연합(모든분류기를결합한앙상블) 과부분협
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력에대한가치부여에따라분배방법이차이가있기에
나타나는 결과이다.

실험결과 ENIC밸류는 5개데이터셋중 4개의데이

터세트에서가장우수한성능을보였으며, 반자프밸류
는 1개의데이터세트에서우수한성능을보였다. 데이
터셋마다우수한성능을보이는밸류가다소차이가있

는것은, 다준거로고려된성능지표뿐이아니라, 앙상
블 가중치 분배에 있어 추가적으로 고려해야 할 여러
요소들이영향을미친것으로해석된다. 이는성능외에

도 모델간의 특성차이, 데이터셋의 구조, 그외 다양한
환경적요인들이앙상블의성능에영향을줄수있음을
나타낸다.

Ⅴ. 결 론

본 연구에서는 기존 가중 투표 앙상블에서 하나의

성능지표에 의존해 주어지는 가중치를 다양한 환경을
고려할 수 있도록 다-준거의 관점에서 바라보고,

VIKOR 방법과밸류를이용한협력게임방법으로해

석해가중치를분배하는새로운접근법을제시했다. 이
방법은기존의방법과비교할때, 다양한환경을동시에
고려한다는점에서클래스불균형, 과/소적합, 가설공

간의한계를좀더효과적으로극복할수있도록가중치
를 최적화하는 방법으로, 실험결과 제안 방법이 기존
방법에 비해 유의미한 성능의 향상을 보였다.

가중치분배의문제에서다양한밸류를시험한결과,

밸류에따라가중치의분포와성능은상당한차이가있
음을 확인할 수 있었다.

이는밸류가추구하는관념을생각할때, 초기평가
지표인 VIKOR 방법에서고려된정보들이분류기의다
양성을얼마나잘반영하였는가에대한의미를가지고

있다. ENIC밸류의경우특정방법으로개인에게가치
를할당하고잉여분을균등하게분배하는방법이다. 따
라서 ENIC 밸류에서성능이가장좋은사례는고려한

정보가충분하지못한상황에서, 불완전한정보에서오
는불확실성에대한기대치를가중치로써평등하게할
당할때이다. 즉대연합을이루는참여자체에가치를

할당함으로써, 정보의불완전성을보완하고, 이를통해
성능이향상된사례이다. 이에반해 CONSENSOUS 밸
류와 Solidarity 밸류가성능이낮게측정된것은, 부분

적협력에대한고려가성능에큰영향을미치지않음을
의미한다. 즉, 대연합에서의협력만이중요하다는것을
시사한다.

제안 방법에서는 성능지표만이 고려되었고 결합에
VIKOR 방법을사용했으나, 추가적인지표와방법, 그

리고 밸류의 계산 복잡도를 줄이기 위한 근사 방법을
고려해볼필요가있다. 이에대한연구로는분류기간
의다양성, 성능에따른중요도를게임이론적접근, 상

관관계분석과같은방법으로수치화하는다른접근법
이 존재한다. 따라서 이러한 접근법을 제안된 방법에
적용하는것과, 포뮬레이션을바꾸어다준거상황에서

의협상해(Bargaining solution) 와같은다른게임이론
적솔루션도 고려해 볼수있다. 이를 위해서는 AHP,

ANP와같은네트워크적결정이론에대한깊은이해와

게임이론에대한고차원적성찰이필요하다. 또한, 다양
한방식으로접근한정보의중요도를산정하고반영하
는방법에대한연구도필요하다. 이러한포괄적인접근

은앙상블학습의성능을극대화하고, 다양한환경에서
의응용가능성을탐색하는데기여할것으로기대된다.

References

[1] A. Mohammed and R. Kora, “An effective en-

semble deep learning framework for text clas-

sification,” J. King Saud University-Computer
and Inf. Sci., vol. 34, no. 10, pp. 8825-8837,

2022.

(https://doi.org/10.1016/j.jksuci.2021.11.001)

[2] W. Wang, D. Partridge, and J. Etherington,

“Hybrid ensembles and coincident-failure di-

versity,” in IJCNN'01(Cat. No. 01CH37222),
vol. 4, pp. 2376-2381, 2001.

(https://doi.org/10.1109/IJCNN.2001.938738)

[3] V. Tresp, “Committee machines,” in

Handbook of Neural Netw. Signal Processing:
CRC Press, pp. 5-1-5-18, 2018.

(https://www.taylorfrancis.com/chapters/edit/1

0.1201/9781315220413-5/)

[4] J. Jung, et al., “Diabetes prediction mechanism

using machine learning model based on patient

IQR outlier and correlation coefficient,” J.
KIICE, vol. 25, pp. 1296-1301, 2021.

(https://doi.org/jkiice.2021.25.10.1296)

[5] A. Dogan and D. Birant, “A weighted ma-

jority voting ensemble approach for classi-

fication,” in 2019 4th Int. Conf. Comput. Sci.
and Eng. (UBMK), pp. 1-6, 2019.

(https://doi.org/10.1109/UBMK.2019.8907028)

[6] A. Onan, S. Korukoğlu, and H. Bulut, “A

multiobjective weighted voting ensemble clas-



논문 /다중 클래스 분류를 위한 협력 게임 기반 다준거 가중 앙상블 기법

571

sifier based on differential evolution algorithm

for text sentiment classification,” Expert Syst.
with Appl., vol. 62, pp. 1-16, 2016.

(https://doi.org/10.1016/j.eswa.2016.06.005)

[7] J. C. Bezdek, J. Keller, R. Krisnapuram, and

N. Pal, “Fuzzy models and algorithms for pat-

tern recognition and image processing,”

Springer Science & Business Media, 1999.

[8] A. Chakeri and L. O. Hall, “Dominant sets as

a framework for cluster ensembles: An evolu-

tionary game theory approach,” in 2014 22nd
Int. Conf. Pattern Recognition, pp. 3457-3462,

2014.

(https://doi.org/10.1109/ICPR.2014.595)

[9] L. M. Bruce, “Game theory models for spec-

tral band grouping and classifier ensembles for

hyperspectral image classification,” in 2014
6th Wkshp. Hyperspectral Image and Signal
Process.: Evolution in Remote Sensing
(WHISPERS), pp. 1-4, 2014.

(https://doi.org/10.1109/WHISPERS.2014.8077

530)

[10] H. V. Georgiou and M. E. Mavroforakis, “A

game-theoretic framework for classifier en-

sembles using weighted majority voting with

local accuracy estimates,” arXiv preprint
arXiv:1302.0540, 2013.

(https://doi.org/10.48550/arXiv.1302.0540)

[11] S. Opricović, “Compromise in cooperative

game and the VIKOR method,” Yugoslav J.
Oper. Res., vol. 19, no. 2, pp. 225-238, 2009.

(https://doi.org/10.2298/YJOR0902225O)

[12] R. Van Den Brink and Y. Funaki,

“Axiomatizations of a class of equal surplus

sharing solutions for TU-games,” Theory and
Decision, vol. 67, pp. 303-340, 2009.

(https://link.springer.com/article/10.1007/s1123

8-007-9083-x)

[13] T. Driessen and Y. Funaki, “Reduced game

properties of egalitarian division rules for

TU-games,” Game Theoretical Appl. Econ.
and Oper. Res., pp. 85-103, 1997.

(https://link.springer.com/chapter/10.1007/978-

1-4757-2640-4_8)

[14] N. Dagan and O. Volij, “The bankruptcy

problem: A cooperative bargaining approach,”

Math. Soc. Sci., vol. 26, no. 3, pp. 287-297,

1993.

(https://doi.org/10.1016/0165-4896(93)90024-

D)

[15] Y. Kamijo and T. Kongo, “Whose deletion

does not affect your payoff? The difference

between the Shapley value, the egalitarian val-

ue, the solidarity value, and the Banzhaf val-

ue,” Eur. J. Oper. Res., vol. 216, no. 3, pp.

638-646, 2012.

(https://doi.org/10.1016/j.ejor.2011.08.011)

[16] Y. Ju, P. Borm, and P. Ruys, “The consensus

value: a new solution concept for cooperative

games,” Social Choice and Welfare, vol. 28,

pp. 685-703, 2007.

(https://doi.org/10.2139/ssrn.558545)

[17] B. Bischl, et al., “Openml benchmarking

suites,” arXiv preprint arXiv:1708.03731,

2017.

(https://doi.org/10.48550/arXiv.1708.03731)

윤 동 성 (Dongseong Yoon)

2024년 2월 :서강대학교 컴퓨
터 공학과 석사

<관심분야> 머신러닝, 게임이

론
[ORCID:0009-0004-7102-3442]

김 승 욱 (Sungwook Kim)

1993년 2월 :서강대학교 전자
학사)

1995년 2월 :서강대학교 전자
(석사)

2003년 12월 : Syracuse Uni-

versity, computer science

박사
2005년 :중앙대학교 컴퓨터 공학부 조교수

2006년~현재 :서강대학교 컴퓨터공학과 교수
<관심분야> 게임이론을 이용한 네트워크 자원관리
[ORCID:0000-0003-1967-151X ]


