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전력산업에서 대규모 언어 모델(LLM) 활용 방향에
관한 연구
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A Study on the Direction of Large Language Model(LLM)
Utilization in the Domestic Power Industry
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요 약

챗GPT의 등장으로 인해 생성형 인공지능 및 LLM 시장이 급속하게 성장하고 있으며, 시장환경에 따라 기업들

은 이 기술을 업무에 적용하기 위한 다양한 시도를 진행하고 있다. 전력산업은 다수 국가에서 공공기관이 산업을

영위하는 독점적 형태로 운용되며, 전력의 특성상 전 산업 및 국민의 생존을 직접적으로 관련되는 기반 산업의 특

징을 가진다. 따라서 전력산업은 국가적 영향력이 상당히 크며, 해당 산업에 LLM의 활용 방향성과 전략을 확립함

으로써 신기술을 활용한 전력산업의 효율화를 도모하여 국가적 효익을 극대화하고자 한다. 본 연구의 목적은 국내

전력산업을 대상으로 LLM을 활용하기 위한 대외적 제약을 세밀히 검토하고, 이를 극복하거나 우회하는 방식으로

업무에 적용하기 위한 전략을 제시하는 것이다. 본 연구는 LLM과 관련된 문헌 연구를 통해 기술, 정책 등의 외

부 환경을 분석하고, 이를 토대로 전력산업에서 LLM의 활용 방향성을 도출할 것이다. 이를 통해 국내 전력산업에

특화된 LLM 활용에 대한 향후 구체적인 실행계획을 마련하고, 전력산업의 미래 발전에 기여할 것으로 기대한다.

키워드 : 대규모언어모델, 경량형언어모델, 전력산업, 초거대 AI

Key Words : LLM, sLLM, Power Industry, Hyperscale AI

ABSTRACT

With the recent emergence of ChatGPT, the generative AI and LLM (Large Language Models) market is

experiencing rapid growth. Consequently, leading enterprises are making various attempts to implement these

technologies in their operations. The power industry, often operated as a monopoly by public institutions in

many countries, is inherently a critical infrastructure sector directly related to the survival of all industries and

the population. Thus, the power sector has significant national influence. By establishing the directions and

strategies for using LLMs in this sector, the research aims to enhance the efficiency of the power industry

using new technologies, thereby maximizing national benefits. The purpose of this study is to meticulously

examine the external constraints on using LLMs in the domestic power industry and to propose strategies for

applying these technologies in a way that overcomes or circumvents these constraints. Through literature

research related to LLMs, this study will analyze the external environment and derive directions for the use of

LLMs in the power industry. It is expected that this will lead to the development of a detailed implementation

plan for the specialized use of LLMs in the domestic power industry, contributing to its future development.
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Ⅰ. 서 론

전력산업에서도 벨류체인에 특화된 서비스를 개발
하고사전학습된 Foundation Model의기능활용을통
해 LLM을업무보조도구로써더욱편리하고효율적

인활용방안모색하고있다. 전력산업은특성상전산업
및국민의생존에직접적으로관련되는기반산업으로
서, 경제적으로비탄력적이고필수재로서의특징을가

진다. 따라서전력산업은타산업대비국가적으로영향
력이크며, 해당산업에 LLM의활용방향성과거시적
전략을 확립함으로써 신기술을 활용한전력산업의 효

율화를 도모하여 국가적 효익을 극대화하고자 한다.

Ⅱ. 연구 배경

2.1 초거대 AI의 언어적 능력, 대규모언어모델
챗GPT는사람과대화하는수준의서비스를사람에

게친숙한 ‘챗봇’ 형태로제공하여인간과대화하는수

준의경험기회를제공하면서, 단시간에폭발적인관심
을끌고수억명의사용자를확보하였다. 챗GPT은가
장범용적으로 활용되는 대규모언어모델(LLM, Large

Language Model)이라할수있다. LLM은대규모사전
학습을통해광범위한언어적지식을축적한언어모델
로정의한다[1]. LLM은자연어를학습하여인간의언어

와유사하게문장을생성하는언어모델로차츰규모가
커지며초거대 AI로진화했다. LLM은순차데이터의
문맥 또는 컨텍스트를 학습할 수 있는 신경망인

Transformer 모델을 통해 비약적 성능 발전을 이뤘는
데, 최근방대한파라미터크기와데이터학습을통한
성능면에서 ‘초거대 언어모델’로도 불리고 있다[2].

Transformer 모델은구글에서 2017년 Transformer AI

를발표하면서혁신을주도하였는데, 美스탠퍼드대는
2021년 Transformer를 Foundation Model로명명하면

서, Foundation Model이 AI 패러다임견인할것을예
측했다[3,4].

LLM은다양한자연어처리에서높은성능을발휘하

는데, 작문, 외국어번역, 질의응답, 요약등응용분야
에서 활용할 수 있다. Transformer를 활용한
Foundation Model로서 LLM은사전학습된자료를기

반으로문맥을이해하고적절한답변을제공하는언어
적이해와생성에관한다양한작업을대학졸업자수준
(챗GPT 사례)으로수행할수있다. 초거대 AI는음성,

이미지, 영상 등 언어와 연결가능한 다양한 영역으로
확장추세에있으나산업에서는 LLM 위주로활용되고
있다. 초거대 AI의 언어적 학습능력을 바탕으로 일선

기업들은 내부데이터를 반영하고 이를통해 특화서비
스를발굴및제공하여직접적으로업무에적용하기위
한 다양한 시도 중이다[4].

2.2 초거대 AI의 산업활용
산업영역별로특화한서비스구현은크게 2가지방

식으로 발전하고 있다. 첫 번째는 초거대 AI 플랫폼
(Foundation Model, 일반지식)의 LLM에특화된전문

지식을추가로학습(Fine-tuning)시키는방식, 두번째
는특화서비스별로경량화된 AI 플랫폼의소형언어모
델(sLLM)에일반지식은다소부족하나전문지식위주

로구축·활용하는방식이다. 첫번째방식은전문분야
지식뿐아니라일반지식으로확장성과초거대 AI 플랫
폼이보유한기본성능을보장한다는강점이있고, 두

번째방식은전문영역에서상대적으로적은비용으로
높은요구성능달성할수있다는효율성, 내부설치형
에따른보안성강화의강점이있다[5]. 특화서비스구

현 방법을 요약 정리하면 [표 1]과 같다.

산업특화서비스를구현하는과정은초거대 AI 플
랫폼을활용하든특화된경량형 AI 플랫폼을활용하든

유사하다. 구현 과정은 사전 학습 및 강화 학습된 AI

플랫폼에특화된전문지식을파인튜닝하고시스템으로
적용하는단계로볼수있다. 이러한산업특화서비스

를구현하는과정을챗GPT와전력산업에의사례를들
어 개념적으로 표현하면 [그림 1]과 같다.

방식
초거대 AI LLM
+ 전문지식 추가

경량화 AI sLLM
+ 전문지식 추가

장점
일반지식에 대한 확장성,
기본 성능 보장

전문영역 성능 효율,
보안성 확보

단점 보안 취약 범용성 미흡

표 1. 초거대 AI를 활용한 산업 특화 서비스의 구현 방법
Table 1. Implementation Methods of Industry-Specific
Services Utilizing Hyper-scale AI

그림 1. 초거대 AI에 산업 특화 서비스 구현 과정
Fig. 1. Implementation process of industry-specific
services for hyper-scale AI
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Ⅲ. 전력산업의 특징과 고려사항

3.1 전력산업의 특징
국내전력산업의밸류체인은 [그림 2]와같이발전-

송전-배전-영업에 이르는 가치 창출에 직접 기여하는

전통적 본원적 활동과 전략기획-경영관리—ICT 및
R&D 등가치창출에간접기여하는지원적활동으로
구분할수 있다[6]. 밸류체인의세부 활동들향후 LLM

을 활용한 전력 특화 서비스로 발굴될 가능성의 영역
이다.

발전분야의약 30%를차지하는대기업을제외하고

국내전력산업은공공기관위주의반독점적형태로운
영되고있다[7]. 또한공공기관에서추진하는정보화사
업의 경우, 「전자정부법」과 대표 행정규칙인「행정

기관및공공기관정보시스템구축·운영지침」을따라
야 하며, 중앙행정부처와 동일한 수준으로 관련 규정
준수에대한책임과의무를진다. 따라서국내전력산업

은 LLM 활용과 관련해서는 보안이슈, 정부 정책 및
관련제도, 결과물의신뢰성등종합적측면을고려해야
한다.

그림 2. 국내 전력산업의 밸류체인
Fig. 2. Value chain of the domestic electric power
industry

3.2 LLM 보안이슈

3.2.1 질의를 통한 민감정보 유출 우려

챗GPT, Gemini 하이퍼클로버X 등범용 LLM 서비
스는 입력된 질문기록을 저장되어 AI 개선에 활용될
수있으므로불특정다수에게질의를통해입력한민감

정보유출가능성이존재한다[8]. 때문에삼성전자, 포스
코, 애플 등 국내외 일부 기업은 챗GPT 이용금지 및
제한적사용방침으로하고있다[9]. 또한, 챗GPT 사칭

앱과플러그인을통한계정탈취, 악성프로그램설치
등 해킹 증가 추세로, 이에 대한 대비책이 시급하다.

3.2.2 배타적 환경을 갖는 기업형 LLM 한계

마이크로소프트는 클라우드 애저(Azure) 내에서
OpenAI 서비스를, 구글은구글클라우드내에서버텍

스 AI(Vertex AI)를, 아마존은클라우드 AWS를활용
한 베드록(Bedrock)을 통해서 기업형 LLM 서비스를
제공하고 있다. 안전을 보장하는 클라우드 기반의 배

타적환경을 제공하고있으므로정보유출의 가능성은
작다고할수있으나, 공공에서사용할수있도록보안
인증을받은클라우드 서비스(SaaS, PaaS, IaaS)가 없

어전력산업에서도단기간내사용을기대하기는곤란
하다.

3.2.3 내부설치로 보안이슈를 해소한 sLLM

이러한보안이슈를틈새시장기회로활용하고자국

내 중소 AI 서비스 업체들은 LLM의 경량화를 통해
비용 효율성을 높인 자체 모델을 개발하거나 및 타사
기반모델을보완하여상업화를추진하면서기업내부

에구축가능한온프레미스형또는프라이빗클라우드
형 소형언어모델(sLLM)을 판매하고 있다[10]. 이는 전
력산업을 넘어 공공 전반에서 보안 이슈 해소를 위한

현실적 대안이 될 수 있다.

3.3 정부 정책 및 제도 한계

3.3.1 망분리 정책

‘망분리’란내부정보유출과인터넷망을통한불법
적인접근을막기위해내부망과기관인터넷망을분리

하는네트워크보안조치이다. 망분리정책은국가정보
원의 「국가 정보보안 기본지침」 제 40조를 근거로
하며, 중앙행정부처, 공공기관, 금융기관및방위산업

등은망분리정책을준수해야한다. 챗GPT 등초거대
AI 기술을통한업무활용및서비스개발수요가크지
만, 초거대 AI 플랫폼과 LLM을이용하려면외부망연

계가필수적이라현행의망분리규제와상충한다. 이에
국정원은 AI 신기술활용을주요내용으로하는 ‘사이
버서밋코리아 2024’에서망보안정책개선로드맵을발

표했다. 로드맵의 핵심내용으로는 공공에 획일적으로
적용한 ‘망분리 정책’을 없애고, 업무를 중요도(기밀
Classified / 민감 Sensitive / 공개 Open)로 구분하고

민감/공개업무는적절한보안조치를갖추면외부인터
넷망과연결해업무를볼수있게하는 ‘다층보안체계
(MLS, Multi Level Security)’를확대해나갈계획이다[11].

3.3.2 전력산업에서 활용 가능한 LLM 부재

앞서언급한바와같이 LLM 서비스중정부의인증
을받은클라우드서비스는없다[12]. 하지만중앙행정부
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처및공공기관은「클라우드컴퓨팅법」(2015.3, 국내
클라우드산업을육성하고안전한클라우드환경조성
을위한법률)에의해 CSAP(Cloud Security Assurance

Program, 안전·신뢰성이검증된민간클라우드를인증
하는제도)을받은클라우드서비스만을이용해야한다
[13]. 따라서사실상전력산업에서는정부인증을받아서

공식적으로사용가능한 LLM은부재하다. 주요기업별
LLM의 보안 및 제도를 비교하면 [표 2]과 같다.

주요기업
/언어모델

LLM 보안 및 제도 현황
(●적합, ◑가능성있음, ◯부적합)

/GPT 3.5,
GPT 4,
GPT 4o

ž 보안 별도 배타적 환경 미제공 ◯ 부적합

ž 제도 미인증, 공공 활용 불가
- 한국을타겟팅한인증계획없음

◯ 부적합

/GPT 3.5,
GPT 4

ž 보안 기업 전용 환경 가능 ● 적합

ž 제도 미인증, 공공 활용 불가
- CSAP 인증 취득 준비 중

◑
인증
시도

/Gemini

ž 보안 기업 전용 환경 가능 ● 적합

ž 제도 미인증, 공공 활용 불가
- 한국을타겟팅한인증계획없음

◯ 부적합

/하이퍼
클로바X

ž 보안 기업 전용 환경 가능 ● 적합

ž 제도 미인증, 공공 활용 불가
- CSAP 인증 취득 준비 중

◑
인증
시도

표 2. 주요 기업별 LLM 보안 및 제도 비교
Table 2. Comparison of LLM security and policy by
major companies

3.3.3 제약이 없고 기업에 특화된 sLLM

GPT 3.5의파라미터는 1,750억개, GPT 4는공개하
지않았으나약 1조 7,000억개로추정하며, Gemini는
1조개, 하이퍼클로버X는 2,040억개등막대한파라미

터를가지고있다. 통상파라미터가 1,000억개이상이
면 LLM으로, 이하면 sLLM으로분류한다. 70억개(7B)

〜500억개(50B)개로줄인 sLLM이 2023년하반기전

후로퍼블릭클라우드형뿐만아니라온프레미스및프
라이빗클라우드형으로도출시되었다. 국내주요중소
업체에서 개발한 sLLM을 정리하면 [표 3]와 같다.

sLLM은보안이슈에따른대안뿐만아니라내부구
축이가능한일종의패키지형태이므로특별한제약이
없다. sLLM은기업에요구하는기능만설계한경량화

버전의 LLM으로 미세조정(Fine-Tuning)으로 정확도
를 높일 수 있다. 따라서 산업에서는 LLM처럼 모든
것에정통한 AI가아니라특화된도메인업무를잘하는

AI가필요하다는점에서 sLLM은 LLM보다적합할수
있다. 또한규모가작으므로개발·운영비를상대적으로

크게 절감할 수 있다는 강점이 있다[14].

3.4 LLM 결과물의 신뢰성

3.4.1 최신성, 정확성 등 한계, 결과 책임 불분명

LLM은답변을생성하고정확성과는별개로문법적
으로만 완전한 문장을 구현, 편향가능성, 환각현상 및

실시간 정보제공이 불가능한 문제가 있다. OpenAI는
챗GPT ‘이용약관’에도면책조항에서비스의중단, 콘
텐츠의정확성, 무결성, 안정성등을보증하지않고사

용자에게책임부과하고있다. 따라서향후이용피해가
발생하는경우, 충분한원인과책임파악, 피해구제가
곤란할 수 있다. 초거대 AI의 불완전성으로 결과물에

대한신뢰성을 100% 확신하기어려우며결과책임없는
LLM의우선활용보다는, 업무범위를한정하여 RAG

(검색증강)와특화된도메인분야의 sLLM을활용을대

안으로 검토해볼 수 있다.

3.4.2 비체계적인 신뢰성·성능 평가

초거대 AI 혹은 LLM이사회와산업전반으로확산
되기위해서는결과의신뢰성확보가중요하다. 하지만

현재신뢰성·성능평가는일반적인 AI 서비스의기획·
개발과정에서개발자등이스스로활용하는자율점검

표, 개발안내서제공으로수행되는수준으로비체계적

으로수행되고있다. 향후정부는개발된초거대 AI 혹
은 LLM 서비스에대해제3의기관(TTA)을통한신뢰
성·성능을평가하고관련제도를수립할계획이다. 더

불어비윤리･유해성표현, 사실왜곡등을검증가능한
데이터 세트를 구축할 계획이다[5].

3.5 해외 공공부문 활용 사례

3.5.1 미국 연방정부 사례

’24년 8월 미국 연방정부 기관인 국제개발처

(USAID)가챗GPT를활용하여최초로업무에도입한

주요 기업 언어 모델 제공 형태

솔트룩스 루시아GPT SaaS, 내부구축형

마음AI MAAL1 SaaS, 내부구축형

코난테크놀로지 코난LLM SaaS, 내부구축형

포티투마루 LLM42 SaaS, 내부구축형

업스테이지 Solar SaaS, 내부구축형

스캐터랩 PingPong-1 SaaS

표 3. 국내 주요 중소업체가 개발한 sLLM
Table 3. sLLM developed by major domestic small and
medium-sized companies
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다고밝혔다. USAID는챗GPT 도입으로행정업무를
간소화하고 조직들과의 협업을 위한 목적으로 활용할
계획이다[15]. 미국 정부 기관이 OpenAI 서비스 이용

가능한이유는애저거버먼트클라우드(Azure govern-

ment cloud)라는정부특화클라우드의활용때문이다.

애저거버먼트클라우드는허가된사용자만이용가능

하고독점적사용을보장하는인스턴트를갖춘미국정
부전용클라우드다. 그러나 OpenAI 서비스는공공인
터넷과피어링된상용애저클라우드를기반으로한다

는데문제가있다. 그래서애저 OpenAI는 FISMA(연
방정보보안관리법)에따라미국정부가준수해야할보
안 기준을 수용하고 이를 증명하기 위해 FedRAMP

High 클라우드 서비스 인증을 취득하여 보안 요구를
충족하였다[16].

FedRAMP High 인증은미국정부클라우드서비스

제공자를위한최상위보안표준으로정부의민감한데
이터를다루는데필요한보안요구사항을충족요건으
로 한다[17]. 미국 정부 클라우드에서 OpenAI 서비스

제공을위해제공하는참조아키텍처는 [그림 3]과같으
며, 주요 보안요건은 [표 4]와 같이 정리하였다.

그림 3. 애저 거버먼트의 OpenAI 접근 참조 아키텍처[16]
Fig. 3. Azure Government’s OpenAI access reference
architecture[16]

요건 요건 설명

업무 망분리
ž 공공인터넷과완전분리(단, 상용애저클
라우드와 네트워크와 피이링은 인정)

데이터 암호화 ž 통신 트래픽 AES-128 이상으로 암호화
데이터 필터링 ž 민감데이터 외부 유출 필터링

데이터 저장
ž OpenAI에 전송된 데이터는 상용 클라우
드에서 작동하지만 저장은 불허

AI학습 미사용
ž 정부 데이터가 OpenAI 모델 학습에 사용
되지 않음을 보장

지속 모니터링
및 외부감사

ž 모니터링과 제3자 보안 검증으로 클라우
드 서비스의 보안 위협 조기 탐지·대응

표 4. 애저 거버먼트 클라우드에서 OpenAI가 서비스 제공을
위한 주요 보안요건
Table 4. Key Security Requirements for OpenAI Service
Provision in Azure Government Cloud

3.5.2 유럽연합(EU) 사례

EU 국가및 EU 기관들도행정 업무에서의효율성
제고를위해챗GPT와같은생성형 AI의점진적도입을

시도하고 있다[18]. EU 집행위원회(European

Commission)는챗GPT를내부 가이드라인에따라사
용하고있으며, 문서요약, 보고서작성등다소제한적

인 용도로 사용하고 있다[18]. 이는 네트워크 아키텍처
측면에서내부업무망에서직접적으로 OpenAI 서비스
를이용한사례는아니다. 제도적측면에서볼때, EU는

FedRAMP High과같이진흥을기반한보안인증제도
보다의무에기반한 GDPR(일반데이터보호규정)로
개인정보 보호 및데이터유출방지책임을부여하고,

AI Act로고위험 AI 분류에서는사용제한을마련하는
등 규제 중심적인 접근을 한다[19].

Ⅳ. 결 론

전력산업에서초거대 AI 및 LLM을활용하기위해
공공부문도입에직면하는보안이슈, 정책·제도미흡,

불완전신뢰성등외부환경에따른제약적상황을알아
보았다. 또한국내상황과비견하여정책·제도측면에
서참고할만한해외의공공부문사례를제시하였다. 해

당 내용을 통해 전력산업에서 초거대 AI 및 LLM의
활용전략으로 2가지 상반된 접근을 제시하고자 한다.

첫 번째, 외부환경의 구조적 변화와 혁신을 꾀하는

패러다임시프트접근이다. 일개기관이나개인풀수
없는현재의보안, 정책·제도적문제를거시적차원에
서돌파하는방식이다. 국정원의망분리완화및다층

보안체계의도입을통해서외부서비스로의접근을인
가하고, 미국연방정부기관의사례와같이안전을보장
하는클라우드과 FedRAMP High와같은인증제도를

활용하면현재의보안, 정책·제도적제약은상당수해
결될수있다. 이를위해전력산업주요기업은 AI 신기
술에대한요구를지속해서정부에피력하고제도개선

및기술검증을위한샌드박스제도, 시스템시범운영
등에 적극적으로 참여해야 한다.

두 번째, 현재의 제한된 환경에서 시도할 수 있는

최적화된 방안을 모색하는 접근이다. 보안, 정책·제도
적문제의해결은장시간소요되므로현상황에서취할
수있는최적의추진계획을수립하고적기에이행하는

것이현실적이고실무적인전략이다. 현재의외부제약
적환경에서는, 여건에맞는단계적확대방안을도모하
는것이합리적이다. 따라서제약과무관한과제는즉시

실행하고, 제약과관련된과제는제약이해소되는여건
에맞게추진하는단계적접근이필요하다. 단기적으로
데이터민감도낮은분야중심으로가능성을검증하고

역량을 축적한다. 중기적으로 sLLM 및 정부 인증을
받은 LLM에대해전력특화서비스를본격추진한다.
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전력산업에서 LLM 활용 전략을 단계와 단계에 따른
예시 실행과제로 정리하면 [그림 4]과 같다.

전력산업에서 초거대 AI 및 LLM의 활용전략으로

두 가지 상반된 접근을 제시하였는데, 현실적 제약을
돌파하는패러다임시프트접근과현실적제약에서최
적화된방안을찾는접근은전력산업과같은공공부분

에서 취할 수 있는 거시적 접근과 미시적 접근이라고
할수있다. 두가지접근은배타적이지않으며, 전력산
업에서는두가지전략을동시추진하고, 제약적상황이

해소되는시기에는내부구축형 sLLM 뿐만아니라챗
GPT, 하이퍼클로버X와같은 LLM을적절하게활용하
도록 상황에 유연하게 대응해야 한다.

본논문에서는국내전력산업을대상으로 LLM을활
용하기위한대외적제약을세밀히검토하고, 이를토대
로 전력산업에서 LLM의 활용 방향성을 도출하였다.

해당방향성을기반으로국내전력산업에특화된 LLM

활용에대한구체적인전력특화과제들이향후다양하
게 도출하고 즉시-단기-중기 실행계획을 마련할 것이

다. 또한 LLM의 시장동향, 기술성숙도 및 정부 정책
등제반여건을주시하고, 적기에단계적업무적용을
추진해야 한다.

본논문을통해산업영향력이큰전력산업에업무
효율성제고및생산성의도구로서 LLM의활용방향
성과거시적전략을확립하였다. 후속연구로현장실무

자들의수요를감안하여상세과제를도출하고, 직접적
이행을통해신기술을활용한전력산업효율화를도모
하여 국가적 효익의 극대화를 기대한다.
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