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Abstract 

The role of the interconnect network, which connects computing nodes to each other, is important in high-

performance computing (HPC) systems. In recent years, the peripheral component interconnect express (PCIe) 

has become a promising interface as an interconnection network for high-performance and cost-effective HPC 

systems having the features of non-transparent bridge (NTB) technologies. OpenSHMEM is a programming 

model for distributed shared memory that supports a partitioned global address space (PGAS). Currently, little 

work has been done to develop the OpenSHMEM library for PCIe-interconnected HPC systems. This paper 

introduces a prototype implementation of the OpenSHMEM library through a switchless interconnect network 

using PCIe NTB to provide a PGAS programming model. In particular, multi-interrupt, multi-thread-based data 

transfer over the OpenSHMEM shared memory model is applied at the implementation level to reduce the 

latency and increase the throughput of the switchless ring network system. The implemented OpenSHMEM 

programming model over the PCIe NTB switchless interconnection network provides a feasible, cost-effective 

HPC system with a PGAS programming model. 
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1. Introduction 

A clustered parallel computing system is established by connecting large numbers of computing nodes 

with an interconnected network that is capable of high-speed transmission, to execute parallel programs 

in high-performance computing (HPC). In such interconnected network systems, Infiniband, gigabit 

Ethernet, and fiber optics are widely used for the interconnection networks [1]. These parallel computing 

systems are mainly established with switch-based interconnect network systems. Traditional switch-

based interconnection networks can provide high throughput, but power consumption and costs increase 

as the computation load within the system increases. Most of the existing interconnection networks, such 

as Infiniband and gigabit Ethernet, communicate with the host processor through the peripheral 

component interconnect express (PCIe) interface, considering not only network protocol stacks but also 

PCIe interface protocol s in the system configuration to connect to the host. 

The PCIe [2] interface was developed to establish communication between the host processor and the 
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peripheral I/O devices. Notably, the PCIe interface can also be configured as an interconnection network 

enabling data transfer between host processors through its own protocol stack called PCIe non-transparent 

bridge (NTB) [3-5]. The PCIe interface could be the most promising candidate for building a cost-

effective interconnection network system for HPC with a single protocol stack and powerful features [6]. 

PCIe NTB has recently been used by HPC as an interface for the interconnection network; however, there 

are few commercial products or systems with a PCI NTB interface [7-10]. A switchless interconnection 

network with PCIe NTB can thus be considered to construct a cost-effective computing system for HPCs. 

The most active applications of HPC are in the areas of programming and execution which use a 

parallel programming interface model based on either message passing or shared memory for data 

sharing. Among these, the partitioned global address space (PGAS) [11] is an emerging technology as a 

parallel programming model. OpenSHMEM [12-14] is a type of open standard API specification 

supporting a parallel programming model through PGAS. OpenSHMEM was initially developed for Cray 

HPC systems [15] and then applied to several network interface systems providing InfiniBand and 

Ethernet interconnect networks. However, to the best of our knowledge, OpenSHMEM has rarely been 

applied to PCIe NTB interfaces. 

In this study, OpenSHMEM APIs and an OpenSHMEM-based parallel programming model were 

developed for PCIe NTB-based interconnect network systems. The developed OpenSHMEM API 

supports the PGAS-based parallel programming model using the underlying PCIe NTB protocol stack. 

The lower network model implements a switchless PCIe NTB ring network protocol using the hardware 

of RDMA [16-18] and the interrupts and registers of PCIe NTB.  OpenSHMEM programming interfaces, 

such as symmetric shared memory initialization and data sharing, were implemented for the PCIe NTB-

based networks. Furthermore, to reduce the latency of the switchless ring network and increase the 

throughput of the network, a multi-interrupt and multi-thread-based data transmission mechanism from 

the baseline implementation of our previous work [19], was newly applied. The implementation of the 

designed OpenSHMEM programming model opens possibilities and is feasible in terms of the cost-

effectiveness of the network system interconnections using PCIe NTB devices. 

The remainder of this paper is organized as follows. The background is presented in Section 2, and the 

setup of the PCIe NTB interconnection network is explained in Section 3. In Section 4, the design and 

implementation of the OpenSHMEM library are described. The experimental results are presented in 

Section 5. Finally, Section 6 concludes the paper. 

 

 

2. Background 

2.1 PCIe Non-transparent Bridge (NTB) 

Generally, PCIe is a point-to-point interface that allows communication between a host and a 

peripheral. The PCIe specification is managed by PCISIG [2], and recently, PCIe Gen 4 has begun to be 

applied to devices. According to this specification, the maximum data rate is 4 GB/s for Gen1, 8 GB/s 

for Gen2, 16 GB/s for Gen3, and 16 GB/s for Gen4. The PCIe connection method is divided into the 

transparent bridge (TB) method, which interfaces between the host and peripheral devices, and the NTB 

method, which interfaces between host and host. In the TB method, a processor can transparently manage 

the address space of its connecting peripheral devices, while two processors can be connected to each 
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other through NTB. In Fig. 1 a comparison of the interface connection between the PCIe NTB-based 

interface and other network interfaces connected between hosts [20] is depicted. As shown in Fig. 1, 

network interfaces, such as Infiniband, gigabit Ethernet, and fabric have PCIe bridges, host adapters, and 

network latencies; however, in the case of PCIe NTB, there is only the PCIe switching latency, so the 

network latency of NTB may be lower than that of other interfaces. 

According to the standard, the NTB interface uses the address translation mechanism between two 

independently separated address spaces for two connected hosts [16,21] with a distinct memory window 

specified by the base address register (BAR) and BAR limits. The two hosts connected to the NTB can 

find out about each other’s address memory window by exchanging the BAR address and limit value. In 

addition to the memory window for address translation, the two hosts across the NTB have two special 

register families: doorbell registers and scratchpad registers. The doorbell register is used when one 

processor sends an interrupt signal to another or vice versa. Depending on the specification, there are 16 

or more doorbell interrupts that operate independently. The scratchpad register is a register area that is 

directly accessible by both hosts. A small dataset can be accessed by more than eight 32-bit registers. 

 

(a) 

 
(b)

Fig. 1. Interface comparison between (a) PCIe NTB and (b) other interconnect network interfaces. 

 

2.2 OpenSHMEM 

In general, a parallel programming model is applied to a distributed computing system to enhance 

throughput. There are several programming models used in parallel distributed systems, among which 

the shared memory method shares memory between processing elements by providing an efficient 

interface to access the shared memory. One of the shared memory programming interface standards in 

distributed systems is OpenSHMEM [12] which provides interfaces for the shared memory supporting 

PGAS [11], both within a host and between remote hosts. The initial implementation was released in 

2012, and since then many systems implementing the OpenSHMEM API have been released. Before the 

OpenSHMEM standard, in 1993, Cray Inc. was first to apply the SHMEM shared memory APIs for the 

T3D HPC [15], supporting PGAS. Then, the US Department of Defense and Oak Ridge National 

Laboratory developed a specification for the SHMEM API called OpenSHMEM [12]. 

OpenSHMEM API provides some essential functions and supports a programming interface that 

defines a specific data object, called a symmetric data object. This data object is dynamically allocated 

by OpenSHMEM API and is used as a shared memory region accessible by all processing elements (PEs) 

in the system of supported APIs. While accessing the remote shared region, an important feature is that 

one-sided communication is provided. This method can complete the transmission operation for the 

sender through the shared memory buffer without receiving approval from the receiver. That is, the 

processing element using the shared memory buffers can return when the buffer becomes available 
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regardless of the remote buffer state. To access these symmetric data objects, put and get APIs should be 

provided along with a one-sided communication operation., which combined with symmetric data objects 

can support several features such as atomic memory operations, broadcasts, distributed locking, barrier 

operations, and synchronization primitives [22]. 

 

2.3 Motivation 

The purpose of this study is to design and implement an OpenSHMEM library that can be used in 

PCIe-NTB-based switchless interconnect networks, based on preliminary results [19,23]. Part of this 

study reviews our existing work is an effort to expand it to design a better system. The differences 

between the previous work and this study are summarized as follows. First, in our initial work [23], the 

initial APIs of the OpenSHMEM shared memory model were developed to support the PCIe NTB 

interconnection network. However, the initial work was based on the RDK Reference board of PLX [16], 

and only the APIs between the two hosts were verified as a proof of concept. In a subsequent study [19], 

a PCIe NTB host adapter was manufactured, and a multi-host switchless interconnect network system 

was built to connect three to four hosts using in-house PCIe NTB host adapters. The initially implemented 

OpenSHMEM API was redesigned and implemented so that it could operate on more than three multi-

host systems. However, the OpenSHMEM API published in [19] had limitations in extensibility; 

therefore, in this study, the extensible OpenSHMEM API was redesigned and verified through various 

experiments. In particular, as a major improvement, the concurrency was increased through multi-thread 

running and multi-interrupt support. Experiments were performed to explore the performance expansion 

possibilities of the extended OpenSHMEM APIs to various numbers of hosts and aspects, using the 

possible resources of PCIe-NTB. 

 

 

3. Setup Procedure of Switchless Interconnect Network 

The target system in this study is a switchless ring-networked system. To configure an interconnected 

network for multiple hosts without a switch, a single host installs two NTB adapter cards, whereby each 

adapter is connected to the opposite adapter of the host via a PCIe fabric cable. The two linked adapters 

across the hosts create an NTB upstream/downstream path enabling data transmission through the address 

translation of the allocated separated memory region of each. Consecutive NTB links establish a 

switchless ring network topology with four hosts, as shown in Fig. 2 such that if two adjacent NTB 

adapters are connected, one BAR can be set up for each pair of NTB ports with incoming and outgoing 

address spaces. Each host has independent address spaces depending on its adapters, and as a result, two 

memory windows exist for each host. In addition, each NTB link can utilize its own register set to share 

additional metadata for data transmission. There are eight 32-bit scratchpad registers shared by the NTB 

link. If one side writes values through a register region of the scratchpad, the other side reads by directly 

accessing the corresponding region. In addition, one side can send an interrupt signal to the other side 

through the doorbell registers. Sixteen independent interrupt signals are available with the doorbell 

register. 

To build a ring topology with the PCIe NTB interconnected network system, each host is assigned two 

important pieces of meta-information at the initialization step of the ring topology, that is, the “host Id”  
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Fig. 2. Switchless ring network with PCIe NTB interconnect between hosts. 

 

and address for “the memory window region.” Host Id is used to identify each host in the network system, 

and the memory window region is used to transfer data between neighbors. The host Id is assigned by 

the user during system initialization, while the memory window region is allocated by PCIe NTB drivers. 

The initialization step requests the NTB device to allocate the memory region of the NTB address space. 

The memory window information consists of the address offset and size. After assigning the host id and 

memory window, the host Id and allocated address area are exchanged through the scratchpad registers 

between neighbors to share the information. Using the exchanged host Id and memory address ranges, 

each host can set up the address region of its neighbors, which are then used for data transmission and 

reception between adjacent neighbors. 

After the initial step, data transfer is performed as follows: When one side of the host tries to send data 

to the other side of the host, it writes data to the memory window region of the NTB from its own allocated 

memory area and sends the data using the RDMA operation provided by the NTB interface. The NTB 

converts the destination address into the address region on the side to which it is attached in the BAR’s 

address translation map, so that the host on the other side can see the data. Then, the host passes some 

metadata through the scratchpad register, such as the host Id for source, host Id for destination, size, and 

offset for the allocated memory address region. Subsequently, the host triggers an interrupt signal through 

the doorbell register. When an adjacent neighbor receives an interrupt, it reads the metadata from the 

scratchpad register to identify the source host and destination. If the destination is itself, it gets the data, 

and eventually data transfer is performed. Alternatively, if it is not the destination, it must forward the 

transferred data to the opposite host by way of a bypass. 
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4. Experimental Results 

The shared memory model for OpenSHMEM interconnection networks with PCIe NTB, is a type of 

variation in SHMEM standards. The elementary OpenSHMEM APIs listed in Table 1, as most 

representative APIs, include the following: initialization of each PE, allocation of shared memory region, 

sending and receiving data, and synchronization of operations. 

 

Table 1. OpenSHMEM application programming interface 

OpenSHMEM libraries Functionality 

shmem_init() Initialization of PE and OpenSHMEM 

my_pe() An identification of PE 

num_pes() Number of PE participating in the current OpenSHMEM cluster 

shmem_malloc(size_t size) It allocates symmetric data object with the specified size 

shmem_type_put(*dst, *src, size_t len, int pe)

 

Copy from source address (src) of my pe to symmetric data objects 

(dst) of the specified pe, type is variant 

shmem_type_get(*dst, *src, size_t len, int pe)

 

Copy from source address (src) of my pe to symmetric data objects 

(dst) of the specified pe, type is variant 

shmem_barrier_all() Synchronize all Pes to reach at the same barrier 

shmem_finalize() 

 

Release symmetric data objects, and finalize all Pes and 

OpenSHMEM 

 

4.1 The Artificial Image Dataset Experiments 

The first step of programming sequences with OpenSHMEM APIs is the initialization of each PE, 

which is performed by calling the shmem_init() function. When the function is executed by each PE, 

first, the BAR address region is set up for both sides of the NTB port of the corresponding PE. This 

includes the setup of the BAR region for address translation, RDMA channel, and LUT entry map. After 

all the NTB ports have been configured, the host Id and BAR address are exchanged between neighbors 

through the scratchpad registers. Then, an interrupt signal is set up for data transfer and synchronization, 

for which the doorbell register is used. Each host can use several interrupt signals for each side of the 

NTB ports to obtain and receive interrupt signals, denoted as doorbell_dmaputget[n], to support multiple 

concurrent threads. In addition, there are two distinct interrupt signals that are used for barrier operation: 

doorbell_barrier_start and doorbell_barrier_end. 

Subsequently, a “bypass buffer” is allocated to pass the data received from neighbors as long as the 

destination is not itself. In a switchless ring network, when each host sends data to a non-adjacent remote 

destination host, a bypass buffer is used by the intermediate hosts. At the end of the initialization stage, 

the “transfer thread” is created, which is used for asynchronous data sending and receiving to provide 

one-sided communication for OpenSHMEM. The management of data transfer and interrupt signaling is 

performed with the transfer thread. The detailed operations for the thread are described later with respect 

to the data-transfer operations with put and get. 

 

4.2 Experiments on Real Images 

After the initialization step, each PE of the host is ready to perform parallel programming with shared 
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memory interfaces. For the data access of all PEs in the shared memory programming model, 

OpenSHMEM defines and uses a type of data structure called a symmetric data object. The symmetric 

data object is allocated in the memory region called the symmetric heap, and the allocated objects are 

shared by all PEs. The application of OpenSHMEM allocates symmetric data objects in the symmetric 

heap through the shmem_malloc() if there is data to share. The shmem_malloc() call is implemented 

as follows: whenever shmem_malloc() is called, symmetric data objects are dynamically allocated 

within the symmetric heap region of every PE. To allocate symmetric data objects to the symmetric heap 

region, first it is ensured that there is enough space to allocate to the current symmetric heap region. If 

there is enough space in the current symmetric heap, the requested symmetric data object is allocated to 

the region. Alternatively, if there is not enough available region, the symmetric heap region is expanded 

to make room for the requested symmetric data object. The requested symmetric data object of each PE 

is allocated with the same offset and size within its own symmetric heap for all PEs, so that each PE can 

access its own symmetric data object as well as the data objects of other PEs with the memory offset and 

size of the corresponding symmetric data object because they are shared by all PEs. 

With the allocated shared memory region, i.e., symmetric data objects, PEs can share data through the 

data communications API, such as shmem_type_put() or shmem_type_get(), in which ‘type’ is 

dependent on the primitive data type such as double, integer, and so on. According to the allocation 

procedure of symmetric data objects, because all symmetric data objects of all PEs have the same address 

offset, a PE can access the symmetric data objects of another PE with the address offset of its own 

symmetric heap. When a PE calls the shmem_type_put() or shmem_type_get() function to access the 

data of remote symmetric data objects, those functions pass the PE’s source data to the address region of 

the sending NTB port. Then, data transfer between hosts of PEs is performed through an NTB link 

connected between two hosts. For instance, the data transfer between symmetric data objects with 

shmem_type_put() is as follows: when a host sends data from its local memory to the shared memory 

of another host, it first copies the data within the local memory to the shared memory region of one of its 

own NTB ports. The data in the NTB port are transferred from one host to its neighboring host through 

the NTB’s RDMA operation. After that, the host also sends some information on the data, such as host 

Id for source, host Id for destination, address offset, and size of the symmetric data object to be placed 

through the scratchpad register. Then, an interrupt is triggered to alert that data are being transferred. 

When a neighbor host receives the interrupt signal, it checks the “transfer thread” of the host and reads 

the metadata from the scratchpad register of the linked NTB port. The host checks whether the destination 

host is “me” or not. If it is “me,” it copies the received data to its own symmetric region at a specific 

offset. If it is not, it delivers the data to the host on the other side. The delivery sequence is repeated until 

the destination host receives all the data, at which point the destination host sends the ack signal to the 

host of the source Id through the ring network. 

The transfer thread is responsible for managing transfer data and signaling interrupts. When the thread 

receives an interrupt from its neighbor, it first checks the destination host Id; if the destination host Id 

belongs to the host doing the checking, that host reads the transferred data from the buffer of the translated 

address region and copies data to its own shared memory region. If the destination host is different, the 

data are bypassed and delivered to the other side of the neighbor along with metadata such as host Id and 

memory window through scratchpad registers, before triggering an interrupt signal. The data transfer 

sequence of the OpenSHMEM get API is similar to the put API, except that the source host Id and 
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destination host Id are converted so that data transmission starts after the destination host receives the 

requested message from the source host. 

 

4.3 Experiments on Real Images 

Multi-thread implementation was applied to the PCIe NTB switchless network to enhance latency 

management. The main design approach for supporting multi-threads in PCIe NTB-based switchless 

networks is based on the proper use of PCIe NTB hardware registers and threading techniques. The multi-

threaded support in a switchless PCIe NTB network is implemented as follows. First, multi-threaded safe 

features are applied to the transfer thread. As described above, each host creates a transfer thread at the 

initialization step, whereby the transfer thread is used to handle interrupt service routines and relay data 

transfer in the switchless network. To support the simultaneous management of data transfer, the transfer 

thread is safely redesigned as multi-thread. Fig. 3(a) shows the structure of the operation of multiple 

threads on each host. The transfer thread relays the data transfer for Put or Get requests. The data treatment 

procedure includes requests through interrupt reception, DMA reception, and metadata reception through 

a scratchpad for each request. By applying multi-thread safe features, threads can deal with data 

processing operations as simultaneously as possible, which reduces the overall latency of the network. 

 

 

(a) (b) 

Fig. 3. (a) A cluster structure of multi-thread operations on each host to improve parallelism of simul-

taneous data processing and (b) the structure for handling multi-interrupts between NTB connections. 

 

To improve the parallelism of simultaneous request processing using multiple threads, the low-level 

operations must support simultaneous interrupt processing. The PCIe NTB can request or receive an 

interrupt from one host processor or send to another through each single bit of the doorbell register. 

Although the interrupt-related bits of the doorbell register vary depending on the hardware 

implementation, there are typically 16 individual bits, that is, up to 16 individual interrupts can be sent 

or received from each host processor to the other host processor connected to the NTB. As described in 

the previous subsection, many interrupt signals, doorbell_dmaputget[n], are initialized at the initialization 

step. Each of the interrupt signals is assigned to each thread of multiple thread pools, to handle 

simultaneous interrupt handling. 

The structure for handling multiple interrupts between NTB connections in the switchless network 

system is shown in Fig. 3(b). As shown in the figure, each host has its own buffer queue for the shared 

memory area and a separate transfer buffer queue for relay transmissions. Among multiple threads, one 

thread is assigned to a request from the buffer queues on a first-come-first-serve basis to handle data 
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transfer. Each thread sends a request to a neighboring host that is connected using the available interrupt 

bit to send the assigned request. In the receiving host, one of the threads in the thread pool checks each 

interrupt bit from the doorbell register to see if there is a request transferred from a neighboring host, and 

retrieves the request information for the corresponding interrupt bit from where the request was initiated. 

If the request corresponds to its own host, the transmission and reception processes are performed through 

the shared memory buffer queue, or relay transmission is performed with a buffer queue. After that, the 

corresponding interrupt bit is freed and switched to the available state. 

 

 

5. Experiments 

To evaluate the operations and performance of the OpenSHMEM model over the PCIe NTB-based 

switchless ring network system, a ring network with five independent hosts was established with the NTB 

host adapter cards used for the connection manufactured by KISTI based on the PEX8733 or PEX8749 

NTB Chipset from PLX [16]. Each host PC consisted of an Intel i7-8700K 3.7 GHz CPU, 16GB DDR 

RAM, and two PCIe3.0x8 interfaces motherboards. The PEX8749 host adapter and PEX8733 host 

adapter, were connected to each of the two PCIe3.0x8 interfaces of each host PC. 

 

5.1 Analysis of PCIe NTB and OpenSHMEM API 

First, to evaluate the transfer throughput for the constructed PCIe NTB-based network, experiments 

for RDMA data transmission between neighbors were performed on all hosts in the ring network as the 

transfer request size increased from 1 kB to 1024 kB. In this experiment, there is one transfer thread 

created for transmission on each host, and one interrupt signal is used by the thread. To examine the data 

transfer throughput for the implemented OpenSHMEM library compared to the low level PCIe NTB 

transfer rate, data transmission was performed using the shmem_double_put() API, which is the 

representative data transmission API of OpenSHMEM. All experiments were performed five times, and 

the average value of the five results is displayed as the experimental result. 

The throughput results for the data transmission of the low-level PCIe NTB interface as well as the 

OpenSHMEM API level, are displayed in Fig. 4(a). As shown in the figure, as the request size increases, 

the throughput of the manufactured PCIe NTB host adapter gradually increases. It was determined that 

the throughput of 1 MB or more is over 6000 MB/s. On the other hand, the throughput of OpenSHMEM 

API was approximately 4500–5000 MB/s, which is approximately 80% of the low-level PCIe NTB 

hardware interface. To analyze the factors that cause performance impact during data transmission with 

OpenSHMEM API, the execution time of each software stack function call was analyzed and plotted in 

Fig. 4(b). The steps performed during data transfer consist of address translation settings for NTB, 

waiting for available interrupts, DMA data transfer, information transfer via scratchpad register, and 

interrupt signal handling with a doorbell register. Among them, the DMA transfer performs the actual 

data transfer through NTB, and the others are related to overheads of OpenSHMEM function calls. It is 

shown that the overhead for accessing the scratchpad registers for information transmission, such as 

source, destination, and transfer size, and the interrupt overhead, using the doorbell register, are relatively 

high. The throughput of the OpenSHMEM library interface is approximately 80%–85% of the native 

PCIe NTB interface, which is a reasonable performance for the OpenSHMEM library. 
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(a) (b) 

Fig. 4. Experimental results for (a) throughput of data transmission and (b) detailed execution time for 

low-level PCIe NTB interface and OpenSHMEM API, with software functions. 

 

5.2 Analysis of Multi thread and Multi interrupt 

Next, experiments were conducted to investigate the effects of multi-thread and multi-interrupt on the 

NTB-based switchless network ring system. In this experiment, data transfer experiments were performed 

along with concomitant changes in the number of threads, while increasing the number of hosts 

constituting the switchless ring network system from 3 to 5. In the data transmission method, all hosts 

simultaneously perform data transmission while increasing the transmission size from 4 kB to 1024 kB 

to neighboring hosts. The turn-around delay time was measured when the transmission completion signal 

was finally returned. The turnaround latency is the final completion time when a host receives the ack 

signal from the destination host through the ring network. It identifies the latencies of the network 

congestion environment. As in the previous experiment, five data transfer experiments were performed 

for each number of threads and the number of host configurations, and the average value were plotted. 

Fig. 5 shows the latency in response to increasing the number of hosts for a varying number of threads. 

As shown in the figure, the total latency increases as the number of hosts increases. When only one thread 

exists, the average latency increases by 22-36% each time the number of hosts increases, as shown in 

Fig. 5(a). Similarly, when the thread count increases, the rate of increase in latency is approximately 22–

34% as the number of hosts increases. However, it should be noted that the actual latency decreased as 

the number of threads increased. Looking at the overall trend in the graphs of Fig. 5(a)–5(d), it is observed 

that the average latencies decrease as thread count increases for all hosts. Specifically, when the thread 

count increased from 1 to 2, the latency decreased by approximately 38% to 45%; even when the thread 

count increased from 2 to 4, the latency decreased by approximately 12% to 25%. However, when the 

number of threads increased from 4 to 8, in some cases the latency increased, which means that if the 

number of threads is too large, the performance may deteriorate because of the unfavorable interchange 

between threads. Therefore, using an appropriate number of threads is important in establishing the 

system setup. However, the rate at which the latency is reduced decreases as the host count increases. 

That is, if the number of hosts is 5, the rate of latency reduction according to the number of threads is 

lower than that of 4, and when the number of hosts is 4, the rate of latency reduction is lower than 3 

depending on the number of threads. This means that the ratio of decreasing latency to increasing threads, 

decreases depending on the number of hosts, such that latency performance tends to increase. 



Seung-Ho Lim and Kwangho Cha 

 

J Inf Process Syst, Vol.18, No.1, pp.159~172, February 2022 | 169 

 

(a) (b) 

 

(c) (d) 

Fig. 5. Experimental results of latency of OpenSHMEM Put API according to request size by increasing 

the number of hosts for each thread: (a) 1 thread, (b) 2 threads, (c) 4 threads, and (d) 8 threads. 

 

 

Fig. 6. Experimental results for the average throughput when changing the number of threads as request 

size increases from 4 kB to 1024 kB. 

 

Fig. 6 shows the average throughput measured in response to changing the number of threads as the 

request size increased from 4 KB to 1024 KB. As shown in the figure, the throughput increases 

significantly when there are two or more threads. The throughput greatly increases when the number of 

threads is increased from 1 to 2; however, when increased from 2 to 4 or 8, the throughput does not 

increase significantly. When there are more than 4 threads, physical transfer of the interconnection 

network dominates thread parallelism, and as a result, parallelism of threads has little effect. In the case 
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of 8 threads, the performance is similar to or slightly lower than that of 4 threads. Although there is no 

dramatic increase in throughput from 2 to 8 threads, it is observed that as the number of threads increases, 

the overall throughput increases due to thread parallelization of the management process apart from data 

transfer and reduction in interrupt handling delay.  

Fig. 7 displays the turn-around latency measured during simultaneous data transmission of each host 

as a function of increasing number of hosts and threads. As shown in the figure, in the ring network 

system, latency increases whenever the number of hosts increases where the most pronounced increase 

is observed when the number of threads is one. On the other hand, when thread count increases, the turn-

around latencies are reduced as the number of threads increase for the same number of hosts. Also, the 

increase rate of turn-around latency decreases as the number of hosts in the ring network increases, when 

there is more than one thread. The multi-thread effect in this result can also be identified. 

 

 
Fig. 7. Experimental results of the turn-around latency during simultaneous data transmission of each 

host with increasing number of hosts and threads. 

 

 

6. Conclusion 

Interconnection network technology is one of the most crucial technologies that influences the overall 

performance and scalability of HPC systems. Among many technologies, PCIe NTB, supported by the 

PCI-Express bridge chip, is a promising interconnection network technology. It is a technology that 

connects two separate memory systems of two computers to the same PCIe fabric. There are some 

requirements for developing PCIe NTB-based switchless interconnection technology to make it 

applicable to small switchless network systems. In addition, it is necessary to provide an OpenSHMEM 

shared memory library for the PCIe NTB conduit to ensure the PGAS programming interface. 

In this study, an OpenSHMEM-based parallel programming model was developed for PCIe NTB-based 

interconnect network systems. The developed OpenSHMEM API supports a PGAS-based parallel 

programming model. In addition, in improving the OpenSHMEM-based parallel programming 

performance of switchless network systems, reducing the latencies of data transfer is an important issue. 

The previously developed OpenSHMEM library for PCIe NTB-based switchless network system had 

some unoptimized parts, such as the use of the scratchpad register for metadata transfer between hosts, 

interrupt processing method, and latency of the intermediate linked transfer thread. In this study, applying 

a low-level DMA engine optimization as well as register and interrupt configuration optimization, a 

multi-thread-based processing delay reduction method was applied to improve the scalability of the 

OpenSHMEM library. 
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