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Abstract 

In the task of continuous dimension emotion recognition, the parts that highlight the emotional expression are 

not the same in each mode, and the influences of different modes on the emotional state is also different. 

Therefore, this paper studies the fusion of the two most important modes in emotional recognition (voice and 

visual expression), and proposes a two-mode dual-modal emotion recognition method combined with the 

attention mechanism of the improved AlexNet network. After a simple preprocessing of the audio signal and 

the video signal, respectively, the first step is to use the prior knowledge to realize the extraction of audio 

characteristics. Then, facial expression features are extracted by the improved AlexNet network. Finally, the 

multimodal attention mechanism is used to fuse facial expression features and audio features, and the improved 

loss function is used to optimize the modal missing problem, so as to improve the robustness of the model and 

the performance of emotion recognition. The experimental results show that the concordance coefficient of the 

proposed model in the two dimensions of arousal and valence (concordance correlation coefficient) were 0.729 

and 0.718, respectively, which are superior to several comparative algorithms. 
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1. Introduction 

With the development of social network, people tend to use video instead of text to express their 

opinions on products or services [1,2]. The voice data in video expresses the speaker’s mood, while visual 

data conveys facial expressions, all of which help us to understand the user’s emotional state. In recent 

years, artificial intelligence researchers have sought to empower machines with the ability to perceive 

and recognize emotions in order to identify and express them, which is called sentiment analysis [3,4]. 

Sentiment analysis has become a new trend of social media, which can effectively understand opinions 

expressed by users on social network platforms. 

Affective computing is a new interdisciplinary research field, which brings together researchers and 

practitioners from different fields such as artificial intelligence, natural language processing, cognitive 

science and social science [5,6]. With the proliferation of online videos about product reviews, movie 

reviews, political views, etc., the number of multimodal online content is exponentially growing. The 
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research on affective computing has evolved from the traditional single-mode analysis to the more 

complex multimodal analysis. The multi-pattern recognition is an important branch in the field of 

artificial intelligence, which enables machines to observe surrounding environment and to learn how to 

make corresponding judgments on different patterns [7,8]. 

Multimodal emotion recognition is a challenging topic in affective computing. It can be regarded as 

the fusion of information of different forms [9,10]. The multimodal fusion is a process in which data 

collected from various modes are combined to analyze tasks. It can extract discriminative features from 

multimodal data to identify subtle gaps in human emotions. In a video, voice data expresses speaker’s 

mood, while visual data conveys facial expression, both of which help us to understand the user’s 

emotional state. In order to better integrate multiple modal data to improve the performance of emotion 

recognition, it is necessary to discover a general multimodal sentiment analysis framework. 

 

 

2. Related Research 

Many methods have been proposed to solve the problem of multimodal emotion recognition. Earlier 

methods of continuous dimension emotion recognition mainly use manual features combined with 

traditional machine learning algorithms [11]. In [12], a multimodal emotion recognition method based 

on emotional audio and facial expressions is proposed. By extracting acoustic features and facial features 

related to human emotional expressions, product rules are used in the decision-level fusion, and the 

support vector machine (SVM) is used for classification, which improves the model’s accuracy. Dobrisek 

et al. [13] proposed a multimodal emotion recognition system using audio and video information. By 

processing two information sources respectively to generate corresponding matching scores, and then 

combining the calculated matching scores with weights and weighted rules to obtain classification 

decisions, the accuracy of the model was successfully improved. Wang [14] proposed a multimodal 

emotion recognition method based on the edge network emotional element compensation and the data 

fusion. In [15], an emotion recognition algorithm based on decision rules for audio and video bimodal 

decision-level fusion is proposed. First of all, it performs single mode recognition of audio and facial 

expressions and tests, and then sets decision rules to fuse audio-visual information in decision-making 

level to identify emotions. Although the above methods have achieved satisfactory results, the high 

accuracy of existing models is mainly a result of the manual features provided by the database and high 

computational costs in model training and testing. Therefore, how to develop a more reasonable method 

for emotion recognition of multimodal continuous dimension has become a current challenge. 

With the development of deep learning, convolutional neural network (CNN) has been applied to the 

field of dimension emotion recognition. In [16], a classifier fusion emotion recognition method based on 

Kalman filter is proposed. By treating the video as a time dynamic sequence, Kalman filter is used to 

combine a variable number of measurements to deal with the sensor failure in the same framework, which 

improves the accuracy of the model. In [17], an end-to-end multi-mode emotion recognition method using 

CNN is proposed. CNN is used to extract features from audios, and a 50-layer deep residual network is 

used to extract features from videos. Long and short-term memory (LSTM) networks are used to model 

the context; thus, the models’ accuracy is enhanced. Huang et al. [18] proposed a method of multimodal 

emotion recognition based on the deep neural network transfer learning. By inputting the audio and visual 

features of extracted datasets into LSTM network to train the model, the ensemble learning method is 
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implemented in the decision-making level fusion to improve the accuracy of the model. In [19], a hybrid 

model was proposed. Firstly, CNN and 3D-CNN were used to generate audio-visual segment features, 

and then audio-visual segment features were fused into deep belief networks (DBNs). The method is 

divided into two stages. In the first stage, in the emotion recognition task, the CNN and 3D-CNN models 

trained in large-scale image and video classification tasks are finetuned to learn the features of audio and 

video clips, respectively. In the second stage, the output of CNN and 3D-CNN models are combined into 

a fusion network constructed by the DBN model. The training fusion network is used to learn the feature 

representation of different audio-visual segments. The segment features learned by DBN are averagely 

merged to form global video features of fixed length, and then the linear SVM is used to classify video 

emotions. In [20], a hierarchy modular neural network (HMNN) is proposed and applied to the 

multimodal emotion recognition. A HMNN is constructed to simulate the hierarchical modular structure 

displayed in human brain. Each module contains several sub-modules to process features from different 

patterns. 

Although above methods have achieved expected results, the influence of different modes on the 

emotional state varies. For example, when the speaker is depressed, the low intonation is more likely to 

represent the current emotional state than the expressionless, which has not been paid attention to in 

above methods. Therefore, this paper studies the feature-level fusion of two most important modes (voice 

and facial expression) in emotion recognition, and proposes an improved AlexNet network combined 

with the attention mechanism for audio and video bimodal emotion recognition. The main contributions 

of the proposed method are summarized as follows: 

1) The improved AlexNet network is used to extract facial expression features instead of the 

traditional AlexNet network. The full connection layer is realized by CNN. By using the feature 

of convolution layer weight sharing, the number of parameters needed to be trained in the full 

connection layer is reduced and the network training pressure is reduced. 

2) Multimodal attention mechanism is used to calculate the contribution of two modes to the emotion 

recognition, and to fuse the two modes. It solves the problem of incomplete expression from the 

single mode information and improves the recognition accuracy. 

 

 

Fig. 1. Model structure of audio and video bimodal emotion recognition algorithm. 

 

 

3. Overall Framework 

The structure of audio and video bimodal emotion recognition model is shown in Fig. 1. Firstly, the 

audio signal and video signal are preliminarily preprocessed. Then, in the aspect of audio feature 
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extraction, the method of feature extraction based on the prior knowledge is adopted. In terms of the 

feature extraction of facial expressions, the improved AlexNet network is used to extract facial expression 

features. Then, facial expression features and audio features are fused based on the multimodal attention 

mechanism. Finally, in the model test stage, test videos are input into the fully trained multimodal 

attention mechanism to predict the final emotion. This paper will first introduce the audio and video 

preprocessing and feature extraction process. 

 

 

4. Audio and Video Preprocessing and Feature Extraction 

4.1 Audio Signal Preprocessing and Feature Extraction 

First, the audio signal captured by the device is an analog signal; therefore, it needs to be converted 

into a digital signal before the feature can be extracted in order to proceed with the subsequent processing. 

Secondly, the non-related noise in the collected audio signal caused by the mixed environment and the 

recording equipment will reduce the accuracy of emotion recognition, and in order to improve the 

accuracy of emotion recognition and to enhance the ability of model generalization, before the extraction 

of emotional characteristics, the audio signal is pre-processed and the feature extraction is carried out 

afterwards. 

Step 1. Tune the audio sample down to 16 kHz and quantify the number 16 bits. This not only reduces 

the noise disturbance but also retains the effective emotional information. 

Step 2. The task of suppressing the low-frequency signal to raise the high-frequency signal is achieved 

by using the first-order digital filter in the high-pass filter to pre-emphasize the process of the 

audio ingress. The transfer functions and filter functions are shown in formula (1) and formula 

(2): 

                                                                (1) 

                                                                (2) 
 

where α is the pre-weighting coefficient (0.9 ≤ α ≤1). This paper sets α to 0.94. �(�)AA is the audio 

sampling value at the time �, and �(�) is the processed signal. 

Step 3. In order to ensure the smoothness of the signal, the audio signal is divided by the window 

function, and the segment is the audio frame. In order to ensure a smooth transition of audio 

signals, there are a few overlaps between adjacent audio frames. In this paper, we adopt the 

standard in the AVEC2014 competition [21], in which the frame length is 3 seconds, and the 

frame shift is 1 second. 

Audio signals are framed by the weighting of sliding windows and window functions. Com-

monly used sliding window functions are rectangular and Hamming windows, and the ex-

pressions of rectangular windows and Hamming windows are in formula (3) and formula (4): 

                                                           (3) 

                                       (4) 
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In the expression of window function, � represents the � sampling point, and N is the number 

of sampling points in the audio frame. By comparing the two window functions, it is found 

that the main flap width of the Hamming window is wider than that of the rectangular window. 

As the main flap is wider and the slope of the beginning and the end of the audio signal is 

slower, the signal in the window will be more stable. Therefore, the Hamming window function 

is selected for the frame operation of the audio signal. 

Step 4. To avoid the growth of training time due to the influence of silent fragments in the audio 

sample, the start and end points of the audio signal are judged using the two-gate endpoint 

detection method to strip the silent fragments of the audio sample. The short-term energy-based 

endpoint detection is used to determine the start and end points of the audio, and its expression 

are in (5): 

                                        (5) 

 

Among them, �(�) is the audio signal, h(n)= 
2

(n) and (n) are window functions.
 

 

The end point detection method based on zero crossing rate [22] is used to determine the 

dividing point between clear consonant and silent signal, and the expression is as follows: 

 

                                     (6) 

 

where, sgn[ ] is the symbolic function. 

Step 5. By extracting and analyzing the characteristic parameters in the pre-processed audio signal, the 

characteristics of the audio signal are obtained. In the feature extraction, the feature extraction 

method based on prior knowledge is used to extract features, and it is necessary to select 

acoustic emotional feature sets including prosody, spectrum and sound quality with the help of 

the prior knowledge from experts [23,24]. In this paper, the low-level features such as rhythm, 

spectrum and sound quality are extracted by using the characteristic extraction method based 

on prior knowledge, and then the full feature extraction is carried out with the help of Open 

SMILE. 
 

A brief description of the characteristics is presented below: 

Mel frequency cepstral coefficients (MFCC): Based on the short time Fourier transform (STFT), the 

logarithmic amplitude of the amplitude spectrum is firstly adopted, and then the fast Fourier transform is 

grouped and smoothed according to the Mel frequency scaling of the perceptual excitation. 

Spectral centroid: The spectral centroid is the gravity center of STFT amplitude spectrum. ��[�] 

represents the amplitude of the Fourier transform at frequency � and frame �. The centroid is used to 

measure spectral shapes. The higher the centroid value, the brighter the texture and the higher the 

frequency. The spectral centroid calculation is shown in formula (7): 

 

                                                                    (7) 
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Spectral flux: the spectral flux is defined as the square difference between the normalized amplitudes 

of continuous windows, and its calculation is shown in formula (8): 
 

                                                       (8) 

 

����� and ������� are the normalization amplitude of the Fourier transformation at the current frame 

� and the previous frame � � 1, and the spectral flux represents the amount of local spectral variation. 

Beat histogram: This is a histogram, showing the relative intensity of different rhythm periods in a 

signal, and its calculation method is the root mean square autocorrelation [25]. 

Pause duration: The pause time is the percentage of time the speaker is muted in the audio segment. 

After the feature extraction of the audio frame sequence, the audio emotion characteristics of different 

dimensions are obtained. Since the training of emotion model spends much time when the value range of 

different feature parameters is different, the feature normalization based on zero mean normalization is 

carried out, and the expression is as follows: 
 

                                                                      (9) 

 

where X is the characteristic matrix of the sample, μ is the mean vector, and σ is the mean square error. 

 

4.2 Visual Signal Preprocessing and Feature Extraction 

Considering that there are only seven basic categories of human emotions (anger, disgust, fear, 

happiness, sadness, surprise, and neutrality), after the research on AlexNet, the traditional AlexNet 

network structure is improved, and the improved AlexNet network shown in Fig. 2 is used to extract the 

features of visual signals. 

 

 

Fig. 2. Convolutional neural network structure for feature extraction of visual signals. 

 

The improved AlexNet network consists of six layers, including three convolution layers, two full-

connection layers, and one softmax layer. Each convolution layer is of the same size with 3×3 convolution 

    
2

1

1

n

i t t

n

F N n N n




 

X






X 



Audio and Video Bimodal Emotion Recognition in Social Networks Based on Improved AlexNet Network and Attention Mechanism 

 

760 | J Inf Process Syst, Vol.17, No.4, pp.754~771, August 2021 

kernels. At the same time, a nonlinear excitation layer, a pooled layer, and a batch normalization layer 

are added behind each convolution layer, and the Dropout is added behind each full-connection layer to 

reduce overfitting. The layers in the CNN feature are as follows. 

 

4.2.1 Convolution layer 

Convolution layer is the core of CNN, and most of the heavy work is done in convolution layer. As 

shown in Section 2, the main features of convolution layer are local connection, sparse interaction and 

weight sharing. The convolution layer mainly depends on a set of filters. The output of the convolution 

layer can be regarded as a set of characteristic graphs extracted by the network. The output size is 

determined by the super parameters of convolution depth (K), convolution kernel size (F), convolution 

step size (S), and zero filling size (P). The convolution depth corresponds to the number of filters, each 

of which convolutes the inputs and learns the characteristic representation of the inputs. The convolution 

step size can be regarded as the unit interval of filter sliding. When the image is convoluted with a step 

size of 1, the filter will move one pixel position after each convolution. The larger the convolutional step, 

the smaller the output of the convolution, and the sparser the resulting features. In order to control 

the size of the feature plot during convolution, the edges of the input can usually be filled with zeros. 

�� × �� × 	� assumes that the size of the input data is A and the size of the convolution output is 

�� × �� × 	�, which satisfies: 
 

                                                           (10) 

                                                           (11) 

                                                                         (12) 
 

Taking the first layer of CNN in Fig. 2 as an example, the input picture size is 224×224. Assuming that 

the convolutional core is 3×3, the convolution step size is 2, the size of the zero fill is 1, the convolution 

depth is 96, and the size of a single output feature plot is (224 − 3 + 2 × 1)/1 + 1 = 224, the total 

output size should be 224×224×96. In addition, the example shows that the size of input data can remain 

unchanged by simple zero padding. 

 

4.2.2 Pool layer 

In the architecture of CNNs, the pooling operation is usually performed after the convolution. In 

addition to gradually reducing the spatial size of feature representation and decreasing the amount of 

parameters and calculations in the network, the pooling operation can also control the occurrence of 

overfitting to a certain extent. Pooling acts separately on the input depth slices, which aggregates the 

excitation convolutional layer features. The common methods include maximum pooling and average 

pooling, and the maximum pooling is selected in our research. The output of the pooling layer is 

determined by the size and the step size of the filter. Suppose the size of input data is �� × �� × 	�, the 

output size is �� × �� × 	�, which satisfies the following requirements: 
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The most common pooling layer has a selection of a 2×2 filter. In each depth slice of the input along 

with the width and the height of the Step 2 down-sampling operation, discarding 75% of the characteristic 

values, the input depth remains unchanged. Fig. 3 shows the output diagram of two different inputs in the 

action of this pooling layer. The left input size is 224×224×96, and the output is 112×112×96; the right 

input size is 4×4, and the output is 2×2. 

 

 

Fig. 3. Output diagram of pooling layer. 

 

4.2.3 Batch normalization layer 

The complexity of the deep network is that as training progresses, the parameters of the first few layers 

change, which affects the distribution of all subsequent network layer inputs. In order to mitigate this 

effect in actual training, it is often suggested to set a smaller learning rate and smaller initialization 

parameters, but this also greatly reduces the speed of training and increases the difficulty of obtaining 

saturated nonlinear models [22,26]. In this paper, the optimization method of batch normalization (BN) 

is used to improve the training of deep network. 

The best method of data preprocessing is the whitening preprocessing, but its also has a large amount 

of calculations and cannot be differentiable everywhere. Therefore, different from the whitening 

preprocessing, the input features are selected to be separately preprocessed so that the mean value is 0 

and the variance is 1. Suppose that a layer of d-dimensional input in the network is 	 
 �����…����� the 

normalization of each dimension of data is as formula (16): 

 

                                                                 (16) 

Considering that normalizing the input of each layer in the above formula will only change the feature 

distribution extracted from the previous layer to a certain extent, the transformation and the reconstruction 

are carried out on the basis of Eq. (16). The learnable parameters γ and β are introduced, and the 

expression is changed into: 
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the data input during training is in the unit of batch, and the random gradient descent algorithm used in 

training is also calculated in the unit of batch. Assuming that the input of batch normalization layer is 

 and the output is , the forward propagation process can be expressed as 

Eqs. (18)–(20), where D is the number of samples in the current batch. 

 

                                                                (18) 

                                                       (19) 

                                                                 (20) 

                                                                   (21) 

 

This method relaxes the requirements of training parameters and simplifies the training of deep 

network. At the same time, it can also be used as a regulator of network parameters to replace the dropout. 

 

2.2.4 Full connection layer 

The neurons in the full connection layer are fully connected to the output neurons in the previous layer, 

and their output can also be expressed as a form of weighted sum of inputs. The traditional full-connection 

layer uses a large number of parameters, generally accounting for 90% of the parameters required by the 

entire network; thus, its existence greatly reduces the efficiency of CNN training. Comparing the full 

connection layer with the convolution layer, the only difference between them is that the neurons in the 

convolution layer and the input are locally connected, and the parameters are shared between the neurons 

in the same layer. However, the calculation of the convolution layer is also the weighted sum of the input 

and the weight, which is essentially the same. Therefore, the full connection can be realized in the form 

of a convolution layer. For example, the convolution kernel with a size of F=7 can be set when the number 

of neurons is 4096, and the output size of the previous layer is 7×7×512, the fill parameter P=0 and the 

convolution step size S=1. The convolution depth K=4096. At this time, the output of the convolution 

layer is 1×1×4096, which is equivalent to the full connection layer. Compared with the two 

implementation methods, the number of parameters needed to be trained in the full connection layer is 

, while the number of parameters needed to be trained in the convolution layer is 

due to the sharing of parameters. The number of parameters to be trained in the latter 

is several orders of magnitude lower than that of the former, which can greatly improve the training of 

the whole network. 
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where the input feature , and . The output sample belonging to the class is marked 

. The hypothesis function of logistic regression is: 

 

                                                              (22) 

 

The definition of loss function is shown in Eq. (23), where θ is a trainable parameter. 
 

                                   (23) 

 

As an extension of logical regression, the training set of softmax regression is also composed of m 
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corresponding to the output of k different classifications. The corresponding hypothesis function satisfies 

Eq. (24). 
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The loss function of softmax regression can be defined as: 
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5. Emotion Feature Fusion based on Multimodal Attention 

Mechanism 

5.1 Multimodal Attention Mechanism 

Audio features are input into LSTM to learn the temporal context information through the full 

connection layer. Suppose that the audio characteristic at time � is 
�, the output of LSTM hidden layer 

at the previous moment is ℎ���, LSTM gating function is �(). Then the output of the hidden layer at time 

� is defined as： 

 

                                                                     (27) 
 

Suppose that the facial expression feature at time � is F, taking VGG19 as an example, the extracted 

feature is the output of the fifth convolution module, and the feature size is 196×512. Therefore, the 

feature dimension of F is 196 and the depth of each feature is 512. Then, the calculation process of  each 

dimension feature’s  attention weight is as follows: 
 

                                                 (28) 

 

where, ,  and are the weight matrix of attention model input, video feature and hidden layer 

output, respectively. The facial expression features processed by the attention model are as follows: 
 

                                                                     (29) 

 

The audio context information and facial expression features in LSTM are integrated, and the 

calculation process is as follows: 
 

                                                               (30) 
 

where, is the weight of audio feature at time � and is the weight of video feature at time �. 

 

5.2 Modal Scaling Optimization Function 

In the experiment, it is found that when the speaker is speaking, there is no face in camera. At this time, 

there exists only the environmental background, such as the computer, the desk, etc.; thus, the multimodal 

attention model cannot accurately judge whether there is a face in the video. It is only able to rely on the 

emotional label to propagate back the information according to dimensions in the feature, and to assign 

corresponding attention weights. Therefore, it is possible to assign larger contribution values to facial 

expression features when there is no face. Similarly, when a face appears in the camera, the speaker does 

not speak. It may be the audio of a remote video recorder. However, it is still possible that a large attention 

weight are assigned to the audio features, which may mislead the emotion recognition. 

In the process of deep learning gradient descent, L2 regularization function [27] will be added to the 

original loss function to prevent overfitting. Its principle is to limit the influence of irrelevant parameters 

in the original loss function by adding auxiliary functions, and to guide the direction of reverse derivation 

of the total loss function. Therefore, inspired by L2 regularization, this paper uses the method of adding 
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auxiliary tag and auxiliary loss function to guide the gradient descent direction of the total loss function 

in the process of backpropagation. In extreme cases (with face but without audio, with voice but without 

face), the range of multimodal fusion ratio is limited. 

For the audio mode, the short-term energy measures the strength of voice energy at a certain time. Due 

to the distance between the remote recorder and the speaker, the energy intensity varies greatly. By setting 

the energy threshold, the energy intensity below the threshold is set to 0, so as to avoid the interference 

of remote recorder. Therefore, the audio’s short-term energy is extracted and normalized to [0, 1] as an 

audio auxiliary tag. For the video mode, the face image is detected by using the mature face detection 

database in Open CV. If a face is detected, the auxiliary tag is set to 1, and if not, it is set to 0. The 

auxiliary loss function is constructed as follows: 
 

                                                   (31) 

 

where, m is the short-term energy and is a real number between , and n is the set , indicating 

whether the face is detected. The gradient of to at time � is:  
 

                                                               (32) 

 

When the short-term energy is 1, no face is detected, i.e., , here , adjusting to the 

minimum; When a face is detected, i.e., , the short-term energy m is 0, here , adjusting 

to the minimum; When there is both face and voice, ; When there is neither face nor voice,

,  , close to 0. The effect on the main loss function is very low. Therefore, the total 

loss function is defined as follows: 
 

                                                          (33) 

 

 

6. Experiment and Discussion 

6.1 Experimental Dataset 

In order to verify the recognition effect of the model, this paper selects the database provided by 

AVEC2016 (International Audio/Visual Emission Challenge and Workshop) challenge to conduct 

experiments. AVEC2016 database is a subset of RECOLA (Remote Collaboration and Affective 

Interaction) database. The database provides natural data recorded from people who participate in a video 

conference. The database provides 27 videos of training sets, validation sets and test sets of 5 min in total, 

which were labeled by six French researchers on arousal and valence in two emotional dimensions. Every 

40 ms in the range of −1~1 is marked. Among them, the horizontal axis validity represents the valence 

degree, indicating the positive and the negative degree of an emotion, and the vertical axis refers to the 

arousal degree, indicating the intensity and the depression of an emotion. The length of each video is 

7,500 frames. Finally, six researchers label each frame, and the average value is taken. The official 

database emphasizes the workload of database construction and encourages researchers who use the 
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database to adopt more reasonable methods to extract features. 

 

6.2 Experimental Setup 

In the stage of video feature learning, 14 groups of videos are selected as the training set and 7 groups 

of videos are selected as the test set. For the facial expression feature learning, VGG19, traditional 

AlexNet, improved AlexNet and InceptionV3 were used for comparative experiments. As the above four 

kinds of depth CNN require a size of 224×224 or 299×299, the number of batch training is set to 150. In 

the frequency attention mechanism model, the CNN structure of three-layer convolution and three-layer 

pooling is used as the audio context feature learning model. The size of audio spectrum’s each frame is 

24×120, and the input window is 5 frames of audio information; thus, the size of input spectrum is 

120×120. The size of convolution kernel in the first layer is 2×2, and the number of convolution kernels 

is 4. The size of convolution kernel in the second layer is 3×3 and the number of convolution kernels is 

16. The size of convolution kernel in the third layer is 3×3 and the number of convolution kernels is 32. 

In order to ensure the consistency between the output sizes of whole frequency learning and frequency 

local learning feature map, the full 0 filling is used in the convolution process. The pooling size is set to 

the maximum pooling size of 3×3 with step size of 1. 

In the cases of multiple previous experiments, 1000 epochs were set in order to ensure adequate 

training. The gradient descent optimization algorithm is selected from the stochastic gradient descent 

(SGD) and Adam. The initial learning rate is set to 0.0005. In order to more intuitively compare the 

difference between training and test results, each epoch is trained and tested once on the corresponding 

data set. The experimental hardware environment is PC, and the operating system is Ubuntu14.04.5. 

Linux kernel is installed and GPU is used to accelerate deep learning. The main software and version 

information used in the experiment are shown in Table 1. 

 

Table 1. Experimental software information 

Number Software name Version 

1 Keras 2.1.2 

2 TensorFlow 1.2.1 

3 Caffe 2.0.1 

4 Python 2.7.13 

5 Numpy 1.12.1 

6 Scipy 0.19.0 

7 Matlab 2012a 

 

6.3 Evaluation Index 

In the stage of video feature learning, this paper uses R2 coefficient as the evaluation index of feature 

learning, which represents the fitting degree of prediction value and label value in the regression task by 

calculating the change of data. The larger the R2 coefficient is, the higher the fitting degree is and the 

better the feature extraction effect is. The R2 coefficient function is as follows: 
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where, Y_actual is an emotional reality label sequence, Y_predict is a sequence of emotional predictors, and 

Y_mean is the average value of emotional reality label sequence. 

In the training and testing stage, this paper uses the concordance correlation coefficient (CCC) provided 

by the official database as the evaluation index of emotion recognition. The calculation formula is as 

follows: 
 

                                                      (35) 

 

where, �� and �� are the average values of emotional predictive value sequence and emotional reality 

label sequence, respectively; ��  and ��  are the standard deviations of emotional predictive value 

sequence and emotional reality label sequence, respectively; ρ is the Pearson correlation coefficient 

between the two sequences. The formula is as follows: 
 

                                                        (36) 

 

In the whole experiment, root mean square error (RMSE) is used as the loss function. It is defined as 

follows: 
 

                                                               (37) 

 

where, 
� represents the emotional prediction value of the i-th frame, and �� represents the emotional 

reality label of the i-th frame. 

 

6.4 Training Results and Analysis 

In the stage of facial expression feature learning, four kinds of deep convolution neural networks were 

used in the two dimensions of arousal and valence respectively. The results of feature learning are shown 

in Fig. 4 and Fig. 5, respectively. 

As shown in Fig. 4, in the arousal dimension, the R2 coefficient of the improved AlexNet is very close 

to 0.75, which is higher than several contrastive neural networks. In terms of loss, InceptionV3’s 

performance is almost equal to that of the improved AlexNet. However, in terms of training time, 

InceptionV3 takes longer time than the improved AlexNet, and the single epoch training time is as long 

as 48 seconds, while that of the improved AlexNet is only 45 seconds. This is because the sizes of 

convolution kernels adopted by the improved AlexNet are all 3×3, rather than larger convolution kernels 

such as 5×5, 7×7, etc. The purpose of choosing smaller convolution kernels is to minimize the number 

of parameters without affecting the size of receptive field. The test results show that the improved 

AlexNet is the right choice to learn facial expression features in the arousal dimension. 

As shown in Fig. 5, in the valence dimension, the loss of the improved AlexNet is very close to the 

lowest of VGG19, and its R2 coefficient can be as high as 0.61, which is much higher than that of the 

traditional AlexNet and InceptionV3. Therefore, it is the right choice to use the improved AlexNet to 

learn facial expression features in the valence dimension. 
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 (a)  (b) 

Fig. 4. Learning results of affective salient features in arousal dimension video: (a) comparison of R2 

coefficient test results and (b) comparison of loss function test results. 

 

      
 (a)  (b) 

Fig. 5. Learning results of affective salient features in valence dimension video: (a) comparison of R2 

coefficient test results and (b) comparison of loss function test results. 

 

6.5 Comparison of Dimension Emotion Recognition Results between Multimodal 

Attention Mechanism and Other Methods 

In order to further verify the performance of proposed multimodal emotion classification model, it is 

compared with methods in other references based on AVEC2016 dataset. The comparison is shown in 

Fig. 6. 

As shown in Fig. 6, compared with other methods, the multimodal attention mechanism is inferior to 

the method in [19] in terms of loss, but CCC can better reflect the fitting degree of emotion prediction 

value and emotional label value. The CCC of the multimodal attention mechanism is the highest. 

Similarly, in the valence dimension, compared with other methods, although the loss of multimodal 

attention mechanism is inferior to that of [18], the CCC is still higher than that of other comparison 

methods. As shown in Fig. 6, the multimodal attention mechanism has outperformed most methods in 

CCC. CCC has reached 0.729 and 0.718 in arousal and valence dimensions, respectively. The 

experimental results show that the multimodal attention mechanism can effectively extract emotional 

salient features from audio and video for fusion. 
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 (a)  (b) 

Fig. 6. Learning results of different methods in the arousal dimension (a) and the valence dimension (b). 

 

 

7. Conclusion 

Based on the continuous dimension emotion recognition, an improved AlexNet network combined with 

the attention mechanism is proposed for audio and video bimodal emotion recognition. Experimental 

results show that, compared with the current mainstream methods, our proposed method uses the attention 

mechanism to selectively enhance the features learned by using context information. It simplifies the 

process of feature preprocessing and reduces the interference of emotion independent factors. It has 

produced expected results in the task of dimension emotion recognition in continuous video and audio 

modes. 

In the proposed method, the deep CNN is used to learn facial expression features. It is not integrated 

with the attention mechanism, which will lead to the loss of model optimization and incomplete feature 

learning. Therefore, the next step will be to use a more reasonable network structure to learn facial 

expression features, combining feature learning with model prediction. In addition, audio manual features 

will be introduced to enrich audio information, so as to further improve the model’s recognition accuracy. 
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