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Abstract 
With the development of the information society, the significant increase in images in online environments 

poses challenges to media image management. To adapt to the development trend of the big data era and 

improve the classification effect of media images, this study introduces a dense connection refinement network 

(DRCN) in convolutional neural network image recognition, combined with attention mechanism, to fully 

utilize image features of different scales and improve the judgment accuracy of object detection based on 

increasing feature reuse times. The results indicate the consistent loss value of 0.08 for the DRCN-Attention 

model, while achieving a peak recall rate of 85% after 30 iterations, and a mean average precision exceeding 

80%. The classification accuracy of ships reaches 82%, which is 8% higher than the support vector machine 

model. This indicates that the proposed media image classification method has high classification accuracy, 

provides a new technical reference for the field of computer vision, and has certain application value in the 

intelligent management of media images in the era of big data. 
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1. Introduction 

The key areas of image classification include real-world recognition, medical diagnostic recognition, 

and scene recognition, all of which are achieved by associating various labels [1]. Among many deep 

learning-based image classification methods, convolutional neural networks (CNNs) are considered as 

the most effective means due to their powerful feature extraction and mapping capabilities. CNNs can 

achieve accurate image classification by preserving all essential image data while decreasing 

computational complexity. However, CNNs encounter challenges, including slow inference speed and 

difficulty in fine-grained classification [2,3]. In addition, with the rapid development of the Internet, the 

amount of social information and the number of media images are increasing. These media images are 

not only huge in number, but also complex in nature, and irrelevant regions in the neural network media 

image classification model is introduced, which adopts an attention mechanism and a dense relational 

connectivity refinement network [4,5]. The main achievement of this research is to improve the 

effectiveness of image classification, which provides a solid foundation for the efficient management of 

media images in the information age [6]. 
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This work aims to convert human visual understanding into image data, which will allow computers to 

recognize images more efficiently. By mimicking the human visual system, computers will be able to 

process a large amount of visual resources. This breakthrough provides a new method for managing the 

growing and complex world of media images. It allows for improved image classification in the future 

to meet the growing demand for digital landscapes. This method can process large volumes of media 

images, including complex image types. Whether the image has a complex background or needs fine-

grained recognition, the model can effectively classify. In addition, this approach allows computers to 

more effectively mimic the human visual system and process more image resources. This means that 

computers can use this approach to understand and classify images regardless of their content, 

background or complexity. In summary, this analysis offers a novel and efficient technique for image 

classification, as well as a potent tool for future image processing and analysis undertakings. 

 

 

2. Related Work 

Attention mechanism improves accuracy by assigning corresponding weight size based on the 

importance of information, providing new ideas for the development of artificial intelligence. Budak et 

al. [7] presented a fresh screening technique for the coronavirus. A SegNet network centered on the 

attention mechanism was proposed to enhance the precision of coronavirus computed tomography (CT) 

detection. The experimental results showed that the sensitivity of this method was as high as 92.73%. 

Huang et al. [8] focused on pedestrian attribute recognition and proposed a pedestrian attribute recognition 

network incorporating temporal attention mechanism based on image sequences. The empirical results 

demonstrated the effectiveness of this approach in various performance indexes. Sangeroki and Cenggoro 

[9] conducted a study that aimed to detect chest diseases in X-ray images through the attention 

mechanism with a light-tuple convolutional network. Results from experiments demonstrated that the 

proposed model significantly enhanced the detection efficiency and overall model performance. Zhang 

et al. [10] elaborated the goal of facial attribute editing. A multi-attention-based generative adversarial 

network was proposed. Experiments demonstrated that this method had the ability to improve correlations 

among attributes and precisely balance attribute editing while still preserving detailed features. Alhnaity 

et al. [11] proposed a recurrent neural network based on long short-term memory and attention 

mechanism to address the high error rate of multi-step prediction. Through experimentation, this method 

exhibited superiority in reducing error levels. 

Media images are one of the important carriers of information dissemination in the Internet era, and 

their utilization is a hot topic in various fields of society. Based on the surge in demand for media image 

retrieval in the digital age, Olaode and Naghdy [12] proposed an automatic image annotation model that 

used machine learning for semantic indexing of media images. The model showed that updating the 

vocabulary helped to improve the system performance. Kumar and Ganesh [13] aimed to explore the 

security of media images and proposed an image encryption technique with RSA (Rivest-Shamir-

Adleman) algorithm to encrypt. The results suggested that this method could enhance computational 

efficiency and reduce media image data leakage, making it useful for secure use of media images on open 

networks. Mao et al. [14] summarize the weak target localization of media images in the Internet of 

Things (IoT) environment and proposed a localization method based on multi-information fusion. When 

applied to a model with metallurgy as the target object, this method demonstrated strong feature 

resolution with superior performance advantages. Mo and Sun [15] designed an artificial intelligence 
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image detection system based on IoT to address the slow speed and shallow image analysis of traditional 

media image detection methods. According to experiments, the system accurately detected media images, 

improved detection efficiency and system stability, and had high application value. Xin et al. [16] 

analyzed the effects of the widespread use of pornographic media on children in the Internet age. A 

region-based method for recognizing media images was proposed. The experimental results showed that 

the image recognition accuracy of this method reached 97.52%, which proved the effectiveness of the 

method. Patel et al. [17] aimed to study human motion recognition in the field of computer vision and 

designed six fusion models that incorporated the concept of feature fusion. Through experimental 

comparison, it is found that all feature fusion models significantly optimize the performance of human 

motion recognition models. Bhatt et al. [18] introduced the extensive application of computer vision in 

the information age. The significance of CNNs in the image processing field was emphasized, and the 

research direction and application scope of deep CNN in the future were discussed.  

From the above results, it is clear that attention mechanisms often play an important role as 

optimization methods in the field of visual information processing due to their advantageous nature. The 

Internet era has introduced new themes for media images, especially new challenges in the development 

of image recognition and detection technologies. Therefore, the study proposes a CNN media image 

classification model based on attention mechanism and deep convolutional recursive network to solve 

the problems caused by huge image data, optimize the media image classification effect, and provide new 

ideas for media images to be better utilized in the Internet environment. 

 

 

3. DCRN Media Image Classification Method based on Attention 

Mechanism  

3.1 Hierarchical Features of CNNs Incorporating Attention Mechanism 

CNN is a feed-forward neural network, which consists of multiple convolutional, pooling, excitation 

and fully connected layers. It extracts image features and enhances network expression through 

convolution and pooling operations, efficiently classifying media images. By incorporating channel 

attention into the sequence and excitation networks (SENet) of the CNN, the importance of feature 

channels following the convolutional operation is autonomously measured through continuous network 

training iterations. The weights are then ranked based on this measurement, and feature channels with 

high importance are given higher weights. This approach highlights the main features of the image. In 

the CNN, the input is set as 𝑦, the number of feature channels is 𝐶′, the height of the feature map is 𝐻′, 

and the width of the feature map is 𝑊′. Then, the dimension of the input feature map is 𝐻′ × 𝑊′ × 𝐶′. 

At a certain point in time 𝑡, the output 𝑈 is obtained by convolution operation on the input 𝑌. The height, 

width and number of features of the output feature map are 𝐻, 𝑊, and 𝐶, respectively, and its dimension 

is 𝐻 × 𝑊 × 𝐶 . The global mean pooling operation is performed on the output 𝑈  using the squeeze 

module in SENet, as demonstrated in Eq. (1): 
 

𝑍𝑐 = 𝐹𝑠𝑞(𝑈𝑐) =
1

𝑊 × 𝐻
∑  

𝑊

𝑚=1

∑  

𝐻

𝑛=1

𝑢𝑐(𝑚, 𝑛), (1) 

 

where 𝑍𝑐  represents the computed result after image pooling under the attention mechanism. 𝐹𝑠𝑞 

represents the squeezing process. (𝑚, 𝑛) represents the coordinate positioning of each point in the feature 
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image. 𝑢𝑐(𝑚, 𝑛) represents the feature information of each point. 𝑈𝑐 represents the feature map of the 

intermediate result 𝐶. 

After the squeezing operation, the input 𝑈 dimension is changed to 1 × 1 × 𝐶, the excitation module 

in SENet is used to learn the weight features and extract them, and the intermediate parameter is set to 𝑟. 

The parameters of the whole excitation process are adjusted. In the two-layer fully connected network, 

the number of channels 𝐶 is compressed to 𝐶/𝑟, and the number of channels is restored to the original 

data after reducing the number of parameters, i.e., 𝐶. The result after excitation is obtained by operation, 

which is calculated as shown in Eq. (2): 
 

𝑠 = 𝐹𝑒𝑦(𝑧, 𝑊) = 𝜎(𝑔(𝑧, 𝑊)) = 𝜎(𝑊2ReLU(𝑊1𝑧)), (2) 
 

where 𝐹𝑒𝑦  represents the excitation process. 𝑧  represents the squeezing result. 𝜎  and 𝑔  represent the 

sigmiod function and the fully connected operation, respectively. 𝑊1 and 𝑊2 represent the weight matrix 

after the fully connected operation in two layers. ReLU represents the activation function. Assuming that 

the number of feature extraction layers is 𝑘, 𝑦𝑘 is the result of the feature extraction layer in the 𝑘 layer. 

The result 𝑦𝑘+1 of the neural network in the 𝑘 + 1 layer is calculated, as shown in Eq. (3): 
 

𝑦𝑘+1 = ℎ(𝑦𝑘) + 𝐹(𝑦𝑘 , 𝑊𝑘), (3) 
 

where ℎ(𝑦𝑘) denotes the residual part of the neural network. 𝑊𝑘 denotes the weight matrix of the current 

layer. 𝐹(𝑦𝑘, 𝑊𝑘) denotes the operation on the 𝑦𝑘 layer. The feature extraction results for each layer are 

compiled into a feature map matrix. The splicing operation uses each component prediction to create an 

integrated prediction of the final result. The expression is shown in Eq. (4): 
 

result = 𝑐𝑜𝑛𝑐𝑎𝑡(𝑦1, 𝑦𝑚, … , 𝑦𝑖), (4) 
 

where 𝑐𝑜𝑛𝑐𝑎𝑡 denotes the matrix stitching operation that expands and merges the feature extraction 

results of each layer based on the row dimension. The feature maps of different layers are operated 

through the squeezing function 𝐹𝑠𝑞 to obtain the layer feature attention results, which are calculated, as 

shown in Eq. (5): 
 

𝑍𝑐 = 𝐹𝑠𝑞(𝑅𝑐) =
1

𝑊 × 𝐻
∑  

𝑊

𝑚=1

∑  

𝐻

𝑛=1

𝑟𝑐(𝑚, 𝑛), (5) 

 

where 𝑟𝑐(𝑚, 𝑛) denotes the feature information in the current feature image. 𝑅𝑐 denotes the feature map 

with the number of different layers 𝑐. Based on the stimulation operation, the output results are placed in 

two convolutional networks for a 1×1 convolutional network operation 𝑐𝑜𝑛𝑣, which learns and extracts 

the weights. The activation sigmoid function is utilized to acquire the distinct weights of various layers. 

Different weights are assigned to each layer feature based on the original layer feature maps through 

certain operations, as shown in Eq. (6): 
 

𝑠 = 𝐹𝑒𝜓(𝑧, 𝑊) = 𝜎(𝑐𝑜𝑛𝑣(𝑧, 𝑊)) = 𝜎(𝑊2ReLU(𝑊1𝑧)), (6) 
 

where 𝑊1 and 𝑊2 denote the weight matrix after the 1×1 convolution operation. The stimulated results 

are input to the classifier. The final image classification result is obtained by fusing features between two 

fully connected layers in the classifier, as shown in Eq. (7): 
 

𝑟 = 𝜎(𝑊2ReLU(𝑊1𝑠)), (7) 
 

where 𝑊1 and 𝑊2 denote the parameter matrices of the fully connected layer. 
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3.2 DRCN-Attention Media Image Classification Model based on DCRN 

Algorithm Optimization 

The deep convolutional recursive network, as a densely connected refinement network (DRCN), 

changes the connectivity between feature maps by adding densely connected blocks to enhance the 

correlation between each feature. The DCRN algorithm generates bounding boxes based on the features 

at different scales. This involves the dependence of features at each scale on the output of all previous 

feature layers, resulting in an extremely strong correlation. The number of connections of the densely 

connected blocks in the network 𝐴 is calculated, as shown in Eq. (8): 
 

𝐴 =
𝑋 × (𝑋 + 1)

2
, (8) 

 

where 𝑋 denotes the total number of layers of the network. The target relationship module is constructed 

in the CNN to effectively learn the image features such as bounding box and appearance features to 

establish a relationship network between different image targets. This network is employed to assign 

weight to each target’s category and location. The input target is 𝑁. 𝑚 and 𝑛 belong to the input targets. 

The regular image feature is 𝑓𝐵 and the position feature of the image is 𝑓𝐺. Since different features have 

diverse locations, to avoid judgment errors caused by too divergent location values, the scale of the image 

needs to be unified by scale normalization and log operation, and the operation is shown in Eq. (9): 
 

𝑓𝐺
′ = (log (

|𝑥𝑚 − 𝑥𝑛|

𝑤𝑚

) , log (
|𝑦𝑚 − 𝑦𝑛|

ℎ𝑚

) , log (
𝑤𝑛

𝑤𝑚

) , log (
ℎ𝑛

ℎ𝑚

))

𝑇

, (9) 

 

where 𝑥 and 𝑦 denote the length and width of the feature, respectively. Based on the position features 

after coordinate transformation, the position feature weights are restricted by the max  operation. Some 

cosine function and sine function operations are performed, and the weights of the 𝑚 object on the 

position features are obtained for the current 𝑛 object through the fully connected layer. The calculation 

is shown in Eq. (10): 
 

𝑤𝐺
𝑚𝑛 = max{0. 𝑊𝐺 , 𝜀𝐺(𝑓𝐺

𝑚, 𝑓𝐺
𝑚)}, (10) 

 

where 𝑤𝐺
𝑚𝑛  represents the position feature weight. The role of 𝜀𝐺  is to transform the coordinate 

information from four dimensions to high dimensions. For the image feature weight, the dot product 

operation 𝑑𝑜𝑡, which is implemented through the fully connected layer, is used, and its operation is 

shown in Eq. (11): 

 

𝑤𝐵
𝑚𝑛 =

𝑑𝑜𝑡(𝑊𝑘𝑓𝐵
𝑚, 𝑊𝑄𝑓𝐵

𝑚)

√𝑑𝑘

, (11) 

 

where both 𝑊𝑘 and 𝑊𝑄 are fully connected layer parameters that vary the dimensionality. 𝑑𝑘 denotes the 

dimensionality after dot product. The position feature weights and image feature weights constitute the 

description of the total target features, and the relational weight of different total target features are 

calculated from 𝑤𝐺
𝑚𝑛 and 𝑤𝐵

𝑚𝑛, as shown in Eq. (12): 

 

𝑤𝑚𝑛 =
𝑤𝐺

𝑚𝑛 ⋅ exp(𝑤𝐵
𝑚𝑛)

∑  𝑘  𝑤𝐺
𝑘𝐺 ⋅ exp(𝑤𝐵

𝑘𝐵)
, 

(12) 

where exp is an exponential function. The relational weight 𝑤𝑚𝑛 is a softmax operation combined with 
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a 1×1 convolution, i.e., a linear transformation operation 𝑊𝑉 on the input set {(𝑓𝐵
𝑛, 𝑓𝐺

𝑛)} 𝑛=1
𝑁  to obtain the 

relational characteristics between the n-th target and the total target, whose expression is shown in Eq. 

(13): 
 

𝑓𝑅(𝑛) = ∑ 𝑤𝑚𝑛 ⋅ (𝑊𝑉 ⋅ 𝑓𝐵
𝑚)

𝑚

 , (13) 

 

where 𝑓𝐵
𝑚 denotes the appearance features such as size, shape and color of the m-th input target, i.e., 

conventional image features. The operation produces relational features for each input target. These 

features are combined with the conventional image features and passed to the next layer of the network 

to complete the attention process, as calculated in Eq. (14): 
 

𝑓𝐵
𝑛 = 𝑓𝐵

𝑛 + 𝐶𝑜𝑛𝑐𝑎𝑡[𝑓𝑅
1(𝑛), … , 𝑓𝑅

𝑁𝑟(𝑛)]. (14) 
 

The primary function of 𝐶𝑜𝑛𝑐𝑎𝑡 in Eq. (14) is to merge the relational characteristics of numerous 

objectives. The structure of the target relationship module is shown in Fig. 1. 
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Fig. 1. Target relationship module structure. 

 

The diagram in Fig. 1 demonstrates that each relationship module has two input features and multiple 

channels connected at each layer to learn various feature categories. The channels are utilized to extract 

target information with features in the target relationship module and consolidate all the target 

information for enhanced target detection accuracy. To avoid local maximum values misleading the final 

results in DCRN detection, the target relational network module is combined with non-maximum 

suppression to improve the network’s adaptive ability to parameters. The input features are ranked based 

on the prediction scores of the frame classes, and the ranking information is fused with the image features 

to obtain the appearance features by up-dimensioning. The coordinate information of the predicted frames 

is used as input together with the appearance features. The relational features are obtained after target 

detection, which together with the feature scores constitute the final class scores. The structure of the 

DRCN-Attention media image classification model is shown in Fig. 2. 
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Fig. 2. DRCN-Attention media image classification model structure. 
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In Fig. 2, the DRCN-Attention media image classification model mainly consists of four modules: 

assigning weights, feature fusion, target detection and semantic correspondence. After acquiring the 

target image, image features and location features are extracted, and weights are assigned to them using 

the attention mechanism. These two are fused to get the relational features. The category probability is 

determined by relational features and original image features in target detection. Through semantic 

relational correspondence, different features are classified into corresponding categories to get the final 

multi-category labeling classification results. 

 

 

4. Performance and Result Analysis of DRCN-Attention Media 

Image Classification Model 

4.1 Hierarchical Features of CNNs Incorporating Attention Mechanism 

The experiment was conducted on a server configured with NVIDIA Tesla P100 GPU. This server is 

equipped with 64 GB of memory and 1 TB of SSD hard drive. In terms of operating system, the Ubuntu 

16.04 LTS is adopted. Python 3.6 is taken as the programming language and TensorFlow 1.12 is used as 

the deep learning framework for the experiments. 

The experiment used two datasets, named the dataset A and the dataset B, respectively. The dataset A 

contains a large number of media images from different sources, including news, social media, and public 

image libraries on the internet. These images vary in size, color, and quality. This dataset is used to train 

and test the model to evaluate its performance in processing large-scale and diverse media images. The 

dataset B contains some images that require fine-grained classification. These images mainly include 

various types of plants and animals, as well as some common daily items. This dataset is used to evaluate 

the performance of the proposed model in processing images that require fine classification. 

Mxnet is used as the framework, the initial learning rate is set to 0.01, and the weight decay is set to 

0.0005. In two datasets, 80% of datasets A and B are randomly selected as the training set, 10% as the 

testing set, and 10% as the validation set. The experiment includes residual network (ResNet), support 

vector machine (SVM) and k-nearest neighbors (KNN) models for experimental comparison. Loss, mean 

average precision (mAP), and recall are selected as the testing criteria for the model. The loss value 

curves of different models are shown in Fig. 3. 

 

Iterations
0 20

0.0

ResNet
SVM
KNN

L
o
ss

(a)A dataset 

40 60 80 100 120

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

DRCN-Attention

Iterations
0 20

0.0

ResNet
SVM
KNN

L
o
ss

(b)B dataset 

40 60 80 100 120

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

DRCN-Attention

 
(a) (b) 

Fig. 3. Loss value curve of different algorithm models: (a) dataset A and (b) dataset B. 

 

In Fig. 3, the DRCN-Attention model achieves a steady state loss value of 0.1 and 0.08 after 30 and 20 

iterations for datasets A and B, respectively. The loss value fluctuates less, with only small fluctuations 

around 20 and 10 iterations. The ResNet model is better trained in dataset A than in dataset B, with 10 
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fewer iterations and a 0.05 reduction in loss value. The KNN model and the SVM model train better in 

dataset B, with lower loss levels but smaller variations. However, compared with the DRCN-Attention 

model in the unified dataset, the number of iterations increases by 10 and 50, and the loss values increases 

by 1.0 and 1.4, respectively. This indicates that the DRCN-Attention model converges faster and can 

reach a stable state with lower loss values in a shorter time, thereby improving the efficiency of the 

classification model. Fig. 4 displays the mAP of different models. 

As depicted in Fig. 4, in dataset B, the DRCN-Attention model shows the highest mAP of 0.85 after 

the 40th iteration. The next highest mAP is the DRCN-Attention model trained in dataset A, reaching a 

mAP of 0.8 after 30 iterations. The mAP of both ResNet and KNN models produces better results, and 

their performance in dataset A is similar. The lowest mAP is the SVM model trained on the B dataset, 

which reaches 0.4, with a reduction of 0.45 compared to the DRCN-Attention model under the same 

conditions. The DRCN-Attention model is optimal on both mAP and variation. This indicates that the 

DRCN-Attention model is able to reduce the classification error, achieve high accuracy on multi-label 

classification, and maintain a stable state consistently, optimizing the model performance. The ablation 

experiment is performed on the DRCN-Attention model, that is, ablation experiments on the attention 

mechanism. It is compared with the DRCN algorithm. As shown in Fig. 5, the results demonstrate the 

effectiveness of the model. 
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Fig. 4. mAP of different models: (a) dataset A and (b) dataset B. 
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Fig. 5. The ablation experimental results of the DRCN-Attention model: (a) loss and (b) accuracy. 

 

In Fig. 5(a), the loss value of the DRCN-Attention algorithm is smaller than that of the DRCN 

algorithm during the iteration process, with an average difference of 0.1. As the iteration process 

progresses, the loss value of the DRCN-Attention algorithm decreases faster, eventually converging in 

the 10th iteration. In Fig. 5(b), the DRCN-Attention algorithm has the highest accuracy of nearly 99%, 

and the entire iteration process is superior to the DRCN algorithm, with an average improvement of 

approximately 0.5% and superior convergence. 
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4.2 Analysis of Classification Results of DRCN-Attention Media Image Model 

The 5,000 high-resolution annotated images from PASCAL VOC dataset are selected for the practical 

application of the model, including five major categories of persons, animals, objects, vehicles, and 

buildings, and specifically 12 subcategories including birds, cows, bicycles, airplanes, ships, sofas, TVs, 

roads, railings, dams, men, and women. ResNet, SVM and KNN are still used as experimental 

comparisons. The classification accuracy of each major and subcategory is used as the test for model 

performance. Fig. 6 displays the confusion matrix of different models. 
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Fig. 6. Classification confusion matrix of different models: (a) DRCN-Attention, (b) KNN, (c) ResNet, 

and (d) SVM. 

 

In Fig. 6, the classification accuracy of the DRCN-Attention model remains at 94.8% to 96.1%, with 

the highest classification accuracy. The objects with the lowest and highest classification accuracy are 

animals and transportation, respectively. The KNN model has the highest classification accuracy of 

86.4% for items and the lowest classification accuracy of 81.5% for buildings. The SVM model exhibits 

the highest overall classification error, which remains within at 9.9% to 45.6%. Moreover, it displays the 

highest error probability in classifying buildings as items, at 45.6%. The best classification of items is 

79.3%, with a decline of 16.8%. The fine class accuracy of different models is shown in Fig. 7. 

As evidenced by Fig. 7, the DRCN-Attention model exhibits superior overall classification performance, 

with accuracy consistently maintained within the [0.75–0.82]. The transportation class yields the best and 

worst results for ships and airplanes, respectively, with classification performance displaying greater 

stability across all classes. The highest and lowest accuracy of the KNN model and SVM model are 0.62 

and 0.74, respectively, where the KNN model has the best classification effect on TV and a larger 



Peipei Dai 

 

J Inf Process Syst, Vol.21, No.3, pp.284~295, June 2025 | 293 

recognition error on aircraft. Similarly, the best and worst objects classified by the SVM model are sofas 

and birds, respectively. It is evident that the DRCN-Attention model enhances the sensitivity and interest 

in target features, accurately detecting and classifying each category of objects in multiple labels, and 

improving classification accuracy. 
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Fig. 7. Classification confusion matrix of different models: (a) DRCN-Attention, (b) KNN, (c) ResNet, 

and (d) SVM. 

 

 

5. Conclusion 

The CNN represents a major image processing technique in deep learning and plays a critical role in 

the field of multi label image classification. To optimize the classification effect of media images, this 

study proposed a CNN media image classification model combining attention mechanism and DRCN 

algorithm. The accuracy of the model construction index was verified. In application scenarios, the 

accuracy of the wide category is most suitable for the transportation category in the 94.8%–96.1%, and 

the accuracy of the subcategory remains in the [0.75–0.82], which is improved compared with the ResNet 

model of [0.04–0.1]. Additionally, ship classification exhibits the highest accuracy. Therefore, the CNN 

media image classification model based on the attention mechanism and DCRN algorithm improves the 

image classification accuracy, reduces the running procedures, accurately classify media images in a 

shorter time, and lays a foundation for the management and utilization of media images in the network. 

However, it has its limitations. First, although this model exhibits satisfactory results, it is limited to 

media image classification itself. Although there are different excellent algorithms to choose from, the 

main research focus is on media image classification algorithms. This obviously indicates that the 

application of deep learning algorithms in image classification needs further research and exploration. 
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Second, while the algorithm presented in this paper is capable of classifying and managing media images, 

it does not delve deeper into image retrieval. Therefore, for future research directions, potential 

extensions may focus on using image retrieval techniques to achieve more effective media image 

management. Based on the above considerations, other researchers can further explore how other deep 

learning algorithms can be applied to image classification, conduct more in-depth research on image 

retrieval techniques, and strive to achieve more efficient media image management, thereby expanding 

this research. 

In this paper, a new partition-based device discovery scheme in lighting control networks is proposed. 

In the proposed scheme, all devices are divided into several partitions. In addition, to avoid collisions 

occurring due to multiple responses, each device sends a response message based on a response timer 

configured by the controller. 

From the numerical analysis, the proposed scheme can provide a much lower device discovery time 

than existing schemes. Moreover, as the number of devices increases, the performance gap between 

existing and proposed solutions becomes increasingly large. 
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