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Abstract 
To fully harness the capabilities of multi-core processors, parallel programming is indispensable, demanding a 

comprehensive understanding of both software and hardware. Although various tools have been developed to 

automate parallel programming by leveraging static analysis approaches, manually parallelized code continues 

to consistently outperform those that are automatically parallelized. Meanwhile, the emergence of transformer-

based large language models has facilitated significant breakthroughs in understanding and generating 

programming languages. This study presents a model tailored to detecting parallelizable for-loops by fine-

tuning the transformer-based model, CodeT5. The fine-tuned model assists programmers in identifying 

independent for-loops that have the potential for parallelization with libraries like OpenMP, leading to 

performance enhancements in software applications. The model was trained on 500,000 for-loops sourced from 

public GitHub repositories and demonstrated an F1-score of 0.860 in detecting parallelizable for-loops within 

a public GitHub dataset, along with an F1-score of 0.764 on the NAS Parallel Benchmark suite. 
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1. Introduction 

Parallel software development is supported by a large number of programming languages, libraries [1], 

and frameworks [2] that have been introduced over time. OpenMP [3] stands out as a significant language 

extension for C/C++ and Fortran, tailored for parallel software development. It offers developers 

straightforward compiler directives, enabling the explicit annotation of code sections for parallel 

execution on shared-memory architectures. 

However, effective utilization of OpenMP requires an in-depth understanding of parallel programming 

and a comprehensive grasp of the underlying hardware to fully exploit its potential performance of the 

hardware. Furthermore, even experienced developers may commit errors in developing parallel 

applications due to the complexities inherent in both software and hardware [4-7].  

In response to these challenges, automatic parallelization tools [8-11] have been introduced. These 

tools perform an analysis of the source code and automatically modify it into a parallelized version. 

However, while these tools have undergone consistent enhancements and show promising developments 

it has been frequently reported that they often generate code whose performance falls short of code that 
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has been manually parallelized [8]. 

The limitations observed in current automatic parallelization tools primarily stem from their reliance 

on static analysis, which determines whether particular sections of code, such as loop iterations that can 

be safely executed in parallel. As static analyzers work only with variables accessible at compile time, 

they possess intrinsic constraint when compared to manual parallelization. Firstly, these tools are unable 

to parallelize loops that need runtime information or specific domain knowledge about the application. 

Secondly, even if a loop is technically parallelizable, the added overhead might compromise its efficiency 

relative to the non-parallelized version. Additionally, the time required for static analysis can increase 

significantly as the code’s size and complexity rise. 

Furthermore, recent advancements in natural language processing (NLP) studies highlight the potential 

for extracting knowledge from source code through deep learning-based methods [12-14]. This is 

achieved by training NLP models on a vast collection of source code accessible on open platforms like 

GitHub. Many studies have shown the effectiveness of NLP techniques across various tasks related to 

programming languages. Therefore, using deep learning-based NLP approaches, it is possible to extract 

parallelization patterns in public source code and develop tools to assist in parallel programming.  

This research introduces a classification model designed to identify parallelizable for-loops through 

a fine-tuned transformer model, CodeT5. The model was pre-trained on CodeSearchNet [15] and 

supplemented with C and C# source code. By leveraging this classification model, programmers can 

convert serial programs into parallel programs more effectively. 

The structure of this article is as follows. Section 2 reviews the relevant studies on automatic 

parallelization tools and deep learning-based NLP. Section 3 explains the data collection, labeling, and 

fine-tuning workflow of the CodeT5 model. Section 4 provides the evaluation setup and dataset. Section 

5 exhibits the evaluation results. Section 6 discusses the strengths and weaknesses of using our proposed 

model, and Section 7 summarizes this article and explores directions for future research. 

 
 

2. Related Work 

2.1 Automatic Parallelization Tools 

Most modern compilers, ranging from open-source options like the GNU C compiler (GCC) to 

proprietary compilers like the Intel C compiler (ICC), can perform automatic parallelization through 

static analysis. Specifically, ICC employs dataflow analysis [16]. Although compilers can significantly 

improve execution times through code parallelization, the parallelization of sophisticated loops continues 

to demand hand-operated and experienced direction. 

Several source-to-source compilers incorporate automatic parallelization, leveraging a range of static 

analysis techniques. Notably, Cetus [9,17], Rose [10,18], DawnCC [11], and Clava [8,19] primarily 

employ dependence and range analyses. Dependence analysis [20] assesses the parallelizability of a for-

loop by utilizing methods such as privatization, reduction, or alias analysis. Range analysis identifies 

parallelizable for-loops by evaluating the interaction of integer variables between the lower and upper 

bounds throughout the operation. 

Source-to-source compilers diverge significantly in their parallelization methods. Cetus focuses solely 

on the C language and applies privatization, reduction, and alias analysis for dependence determination. 

Rose addresses dependence by solving linear integer equations related to loop induction variables 

accessing arrays, utilizing Gaussian elimination. DawnCC can convert C/C++ source code to parallelized 

code using OpenMP, OpenCL, or CUDA, primarily relying on symbolic range analysis, supplemented 
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by traditional dependence analysis, to identify parallelizable loops. Clava incorporates induction 

variables, privatization, and scalar and array reductions in its dependence analysis. Scalar and array 

reductions are employed specifically when the initial two methodologies prove ineffective in identifying 

parallelizable loops. However, it is noteworthy that the execution performance of code automatically 

generated by such source-to-source compilers often lags behind meticulously crafted, hand-written 

source code [8]. 

 

2.2 Deep Learning-based Natural Language Processing Models 

The rapid evolution of deep learning has ushered in novel possibilities across a multitude of fields, 

particularly those leveraging human-generated data from the Internet. Text represents a primary and 

prolific source of data that is not immediately available. One must first annotate the context within 

sentences. Furthermore, to optimize the performance of language models, extensive collections of labeled 

sentences are needed. 

The development of the Transformer model [12] represented a transformative moment in NLP, 

establishing new benchmarks in machine translation. Before the advent of the Transformer model, 

recurrent neural networks (RNNs) were the prevailing choice for deep learning-based NLP. The key 

contribution of the Transformer model was its self-attention mechanism, which revolutionized the way 

linguistic relationships were processed. Subsequently, numerous studies have focused on improving the 

Transformer model using various approaches. A particularly noteworthy enhancement emerged with 

bidirectional encoder representations from transformers (BERT) [21]. BERT augmented the Transformer 

architecture by incorporating two additional training methodologies: predicting words within a sentence 

and predicting the following sentence. BERT’s design is particularly valued for its adaptability, enabling 

fine-tuning for specific downstream tasks through its pre-trained model’s output layer. 

A notable advancement is the T5 (Text-To-Text Transfer Transformer) [22], derived from the 

archetypal Transformer model, characterized by its encoder-decoder architecture. In contrast to the 

encoder-only approach, BERT, T5 reframes NLP tasks into a text-to-text format, representing both input 

and output in text form. Furthermore, T5 introduces modifications to certain layers of the original 

Transformer model to align with its methodology. It has proven effective in numerous downstream tasks, 

including translation, summarization, and question answering. 

Intriguingly, the software analysis field has also drawn inspiration from deep learning-based NLP 

methods. A prominent example is code-understanding BERT (CuBERT) [23], which leverages a BERT-

based model pre-trained on Python source code. Recognizing the structural differences between 

programming and natural languages, the research team developed a Python-specific tokenizer to optimize 

BERT for Python tokens. CuBERT demonstrated superior performance across five downstream tasks 

compared to earlier approaches. Another significant model, CodeT5 [24], adheres to the T5 architecture, 

as its name suggests. Its unique proposition lies in the downstream tasks that target conversion between 

programming language (PL) and human language or natural language (NL). These tasks from CodeT5 

include code explanation (PL to NL), code generation from descriptions (NL to PL), and code translation 

between different programming languages (PL to PL). 

 
 

3. Methodology  

3.1 Overview 

This section details the methodology for developing a deep learning-based model for classifying 
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parallelizable and non-parallelizable for-loops. Fig. 1 shows the flow of this study. Initially, C/C++ 

source files with OpenMP directives were gathered from publicly available GitHub repositories. 

Afterward, for-loops were extracted from these files and labeled based on the existence or non-existence 

of OpenMP directives. Lastly, these labeled for-loops were utilized to fine-tune a pre-trained CodeT5 

model, empowering it to assess the parallelization potential of a given for-loop. 

 

 

Fig. 1. Model training workflow. 

 

3.2 Data Collection 

Currently, there is no publicly available dataset that is dedicated to building models capable of 

predicting parallelizable for-loops, such as a collection of labeled for-loops. We implemented an 

extensive data collection process using the GitHub code search API, focusing on files that utilize 

OpenMP directives. This section explains our data collection methodology in detail. 

While the GitHub API code search function offers a wealth of data, it does not support searching for 

code with certain keywords in combination with complex search queries, such as creation date, size, or 

number of stars. Furthermore, the output limit is restricted to 1,000 results, making the direct extraction 

of source files containing OpenMP directives challenging. Therefore, we decided to collect data in the 

following steps: 1) collect C/C++ repositories; 2) identify repositories containing OpenMP directives; 

and 3) extract files containing OpenMP directives. 

Our first step was to identify suitable C/C++ repositories. Using the GitHub API, we searched for all 

C/C++ repositories on GitHub, bypassing the output limit constraint. To ensure a certain level of code 

quality [25], we excluded repositories with 10 or fewer stars. After securing this subset of repositories, 

we performed another search to identify repositories showing traces of OpenMP usage by searching for 

the keyword “#pragma omp” using the GitHub API code search. This process resulted in the 

identification of 2,249 C and 6,836 C++ repositories that use OpenMP. All of these repositories were 

subsequently downloaded for further analysis. 

Within the downloaded repositories, our next step was to extract the files relevant to our research. We 

searched for files containing the string “#pragma omp”, as they indicate OpenMP utilization. The reason 

for focusing only on these files is twofold: 1) they represent code written by developers familiar with 

OpenMP, ensuring a level of quality in parallelization; 2) while technically we could gather non- 

parallelizable for-loops from files without the “#pragma omp” keyword, these files might have been 

written by developers not well-acquainted with OpenMP and may contain quality issues. For example, 

they might contain many loops that should have been parallelized but were not. For these reasons, we 

focused only on files where OpenMP was used. After filtering, we then collected approximately 140,000 

files. 

 

3.3 Data Labeling 

For this study, both parallel and serial for-loops were extracted from the gathered files and categorized 
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into two categories: parallelizable and non-parallelizable. An abstract syntax tree (AST) was generated 

using Clang to accurately identify the for-loops and OpenMP annotations in the source files. 

The AST is traversed to identify the nodes corresponding to for-loops and OpenMP directives. We 

collected the information, including start line, end line, and syntax types, from the identified OpenMP 

and for-loop nodes. Additionally, while traversing the AST, we annotated each record node with the level 

of nested loops. This data will not be used when fine-tuning the parallelizable for-loop classification 

model but will be used when deciding which level of nested loop should be parallelized. 

Each for-loop is labeled as either serial or parallel depending on its preceding node within the data 

collected from the AST. If the prior node corresponds to an OpenMP directive syntax, the for-loop is 

labeled as parallelizable. If not, it is labeled as non-parallelizable. 

For-loops that do not adhere to correct syntax or contain invalid OpenMP directives are excluded from 

the dataset. This measure ensures that the model is trained only on valid instances. 

 

3.4 Fine-Tuning the CodeT5 Model 

To assess the parallelizability of a for-loop, a pre-trained transfer model was fine-tuned on the dataset 

we built. The model employed is CodeT5 [24], developed by Salesforce and pre-trained on several 

programming languages, where it achieves state-of-the-art performance in code-related tasks. From the 

different available sizes, we selected CodeT5-small to minimize the computational cost during fine-

tuning. While this decision may slightly reduce effectiveness relative to larger models, it demonstrates 

the minimum level of performance in line with other studies utilizing CodeT5 [26]. 

The training data structure consists of two parts: a for-loop code snippet and label data. A for-loop code 

snippet includes only the for-loop section in string format. Each for-loop code snippet is associated with 

label data, either “0” or “1,” where “0” indicates that the loop is a non-parallelizable for-loop and “1” 

indicates a parallelizable one, as shown in Fig. 2. Before fine-tuning the model with the training data, 

each word (code) in the code snippet needs to be tokenized into tokens. Once all the snippets are 

tokenized, we begin the fine-tuning process. 

The CodeT5, though trained on 1,000,000 C source files, has not been trained on C++ source files [24]. 

Given that C++ is a superset of C with a comparable syntax, the decision was made not to further pre-

train the CodeT5 model with C++ source files. To accommodate memory constraints, gradient 

accumulation is employed to facilitate training with larger batch sizes, and early stopping is implemented 

to minimize overfitting risks. 

 

 

Fig. 2. (a) Parallelizable code snippets are labeled as “1.” (b) Non-parallelizable code snippets are labeled 

as “0.” 
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4. Evaluation Setup  

4.1 Hardware and Software 

For the fine-tuning process of our model, we employed a server equipped with dual Intel Xeon Gold 

6230R CPUs, 256 GB of memory, and two NVIDIA A100 40 GB PCIe cards. Using Clang version 16, 

the source code was parsed, and ASTs were extracted. To fine-tune the CodeT5 model, Transformers 

4.26 was used along with PyTorch 1.13 and CUDA 11.6. 

 

4.2 Fine-Tuning 

The dataset curated for fine-tuning comprises 2,017,111 parallel for-loops and 1,117,493 serial for-

loops. However, a model trained on such an imbalanced dataset could potentially suffer in terms of 

performance. To mitigate this, we opted for under-sampling, equalizing the counts of parallel and serial 

for-loops to 500,000 each, which also had the beneficial effect of reducing training time. 

The dataset was divided into training and testing sets at a proportion of 80 to 20, while ensuring the 

proportionality between parallel and serial for-loops remained consistent. The CodeT5 model was fine-

tuned with varying batch sizes (128, 256, 512, and 1,024) at a learning rate set to 2 × 10-4. Following the 

fine-tuning process, the optimal number of epochs was determined as 12 epochs for batches of 128 and 

256, 25 epochs for 512, and 10 epochs for 1,024, respectively. 

 

4.3 Evaluation Benchmark 

To evaluate the effectiveness of the proposed models, we employed two datasets: 

GitHub Projects dataset: The constructed dataset was used as the testing data. Duplicate for-loops 

were identified and removed, potentially introducing bias into the results. The final refined testing dataset 

comprised 50,000 parallelizable for-loops and 50,000 serial for-loops. This dataset was employed to 

assess the effectiveness of the proposed model in identifying parallelizable for-loops using OpenMP 

directives. 

NAS Parallel Benchmarks: The NAS Parallel Benchmarks (NPB) [27,28], one of the well-known 

performance benchmark suites, were used, chosen primarily due to their availability in both serial and 

parallel implementations with OpenMP in C++. The NPB benchmark suite comprises two divisions of 

benchmarks, kernel applications and pseudo-applications, as outlined in Table 1. 

 

Table 1. NPB benchmarks list 

Kernel applications Pseudo-applications 

Embarrassingly parallel (EP) Block tri-diagonal solver (BT) 

Multi-grid (MG) Scalar pentadiagonal solver (SP) 

Conjugate gradient (CG) Lower-upper Gauss-Seidel solver (LU) 

Discrete 3D fast Fourier transform (FT)  

Integer sort (IS)  

 

4.4 Baseline 

In our comparisons, Clava [8] was employed as the baseline. As a source-to-source compiler, Clava 

incorporates the AutoPar library, which automates parallelization through static analysis. Clava 
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consistently demonstrates state-of-the-art effectiveness in this domain. To imitate Clava’s performance, 

a custom program was developed to extract for-loops from the NPB Benchmarks. This program identifies 

all loops, determines which are parallelizable for-loops, formulates a corresponding OpenMP directive 

for each parallelizable for-loop, and, when encountering a nested loop structure, retains the outermost 

parallelized loop while commenting out the inner one. 

 

4.5 Performance Metrics 

This evaluation assessed the effectiveness of the proposed model in categorizing each for-loop as either 

parallelizable or non-parallelizable within a binary classification framework. To quantify the prediction 

quality, we employed four metrics: accuracy, F1-score, precision, and recall. 

Accuracy measures the model’s effectiveness in distinguishing between parallelizable and non-

parallelizable for-loops and is represented by the following formulation: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
# 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

# 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
. (1) 

 

F1-score represents the harmonic mean of precision and recall. Precision assesses the correctness of 

the model’s parallel for-loop predictions, while recall assesses the comprehensiveness of the model’s 

parallel for-loop identification. Given the inherent compromise between precision and recall, the F1-

score serves as a balanced metric between the two. The definitions for precision, recall, and the F1-score 

are represented by the following formulations: 
 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ∙  𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑟𝑒𝑐𝑎𝑙𝑙
, (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
# 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙𝑖𝑧𝑎𝑏𝑙𝑒 𝑓𝑜𝑟 − 𝑙𝑜𝑜𝑝𝑠

# 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙𝑖𝑧𝑎𝑏𝑙𝑒 𝑓𝑜𝑟 − 𝑙𝑜𝑜𝑝𝑠
, (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
# 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙𝑖𝑧𝑎𝑏𝑙𝑒 𝑓𝑜𝑟 − 𝑙𝑜𝑜𝑝𝑠

# 𝑜𝑓 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑓𝑜𝑟 − 𝑙𝑜𝑜𝑝𝑠
. (4) 

 

Clava performs source code analysis and recommends OpenMP directives and clauses. Nevertheless, 

this assessment focuses only on determining if a loop is parallelizable. Thus, even if Clava proposes a 

potentially incorrect OpenMP directive, the output is considered correct if the loop is parallelizable. 

 

 

5. Evaluation Results 

5.1 GitHub Projects 

Table 2 provides the performance evaluation of the proposed models trained on GitHub projects with 

varying batch sizes. It is noteworthy that the baseline approach demands compilable source code. 

However, a considerable portion of the dataset files were not compilable, leading to the absence of 

baseline performance in this evaluation. 

All models showed strong performance, with accuracy values centered around 0.84. The model trained 

with a batch size of 1,024 accomplished the highest F1-score at 0.860 and a recall of 0.973. Although the 

disparity between the highest and lowest scores is marginal (less than 2%), models trained with larger 

batch sizes (512 and 1,024) yielded slightly superior results in both accuracy and F1-score. 
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Table 2. GitHub project evaluation results 

Model Accuracy F1-score Precision Recall 

128 0.841 0.859 0.771 0.970 

256 0.842 0.858 0.779 0.954 

512 0.843 0.859 0.779 0.950 

1024 0.841 0.860 0.770 0.973 

The best results for each metric are highlighted in bold. 

 

5.2 NAS Parallel Benchmarks 

Table 3 details the performance evaluation on the NPB benchmark, comparing our proposed models 

against the baseline approach, Clava. Consistent with the results from the GitHub project evaluation, the 

proposed models consistently displayed high accuracy scores (approximately 0.9) across all batch sizes. 

However, for metrics like the F1-score, precision, and recall, the variance between the highest and lowest 

scores was more pronounced than in the GitHub dataset. Specifically, the 128-batch size model showed 

a difference of 21.5% compared to the best model, while the other models exhibited a gap of around 3% 

in their F1-scores. Clava’s recall was superior by 2.8% compared to our best-performing model. 

In addition, while the 256-batch size model registered the highest accuracy and F1-score, the 128-batch 

size model stood out in terms of precision. However, it exhibited substantially diminished recall scores, 

impacting its overall F1 values. 

In comparison to Clava, the baseline tool, most of the proposed models outperformed it across all 

metrics, with the exception of the recall score. Notably, even the lowest-performing model, excluding the 

128-batch size model, yielded slightly better results than the baseline tool. Specifically, differences of 

2.9% in accuracy and 6.8% in the F1-score were observed. 

 
Table 3. NPB benchmark evaluation results 

Model Accuracy F1-score Precision Recall 

128 0.912 0.549 0.893 0.396 

256 0.943 0.764 0.858 0.688 

512 0.936 0.744 0.811 0.688 

1024 0.943 0.737 0.793 0.688 

Clava 0.905 0.669 0.628 0.716 

The best results for each metric are highlighted in bold. 

 

 

6. Discussion 

6.1 Analysis of the Correct Predictions 

In the NPB benchmarks evaluation, the proposed model successfully identified multiple for-loops as 

parallelizable, a task at which Clava struggled. This discrepancy can be attributed to two potential reasons. 

The first reason pertains to the challenges faced by static analyzers in identifying parallelizable for-

loops when runtime information or domain-specific knowledge is necessary. As highlighted in the 

introduction, static analysis alone can be insufficient in such cases. An illustrative example is shown in 

Fig. 3. Clava’s data dependency analysis marks the for-loop as non-parallelizable because key_buff2 uses 

bucket_ptrs as an index and is assigned the k variable. Nonetheless, the for-loop is in fact parallelizable, 

as confirmed by the schedule (static) directive in the OpenMP annotation provided in Fig. 3. 



Soratouch Pornmaneerattanatri, Keichi Takahashi, Yutaro Kashiwa, Kohei Ichikawa, and Hajimu Iida 

 

J Inf Process Syst, Vol.21, No.3, pp.271~283, June 2025 | 279 

 

Fig. 3. A case of parallelizable code successfully identified by the proposed method, which Clava fails 

to identify due to dependency analysis issues, is found at line 616 in the rank function within the IS 

benchmark OpenMP variant. 

 

The second reason pertains to the computational characteristics inherent in static analysis. As shown 

in Fig. 4, Clava is confronted with an out-of-memory exception when analyzing a snippet with multi-

level nested for-loops, where the for-loop body spans about 300 lines of code. Clava attempts to inspect 

all dependencies within the for-loops to ascertain their parallelizability, which increases memory 

consumption and ultimately triggers an out-of-memory exception. In contrast, the memory consumption 

of the proposed model remains invariant, regardless of input size or complexity. 

The superior performance of our model compared to Clava is attributed to the extensive source code 

repositories we utilized for fine-tuning the CodeT5 model. While Clava relies on a predefined rigid rule-

based approach, our model leverages the embedded knowledge on parallelization extracted from these 

source codes. As shown in Fig. 3, the rigidity of Clava may prevent accurate predictions if the loop does 

not match the established rule set. In contrast, our model, which is data-driven, provides a more dynamic 

and adaptive solution without being bound by strict rule constraints. The effectiveness of our model is 

intrinsically characterized by both the richness and volume of the training data, which in turn determines 

the range of parallelization patterns that the model can address. However, the training data essentially 

contains a wide variety of parallelization patterns, unlike predefined rule-based approaches that can only 

address a small number of patterns. 

 

 

Fig. 4. A case of parallelizable code successfully identified by the proposed method, which Clava fails to 

identify caused by an out-of-memory exception, is found at line 2323 in the x_solve function within the 

BT benchmark. 

 

6.2 Analysis of the Mispredictions 

As shown in Table 3, the recall scores of our proposed model are notably low. In particular, the 128-

batch size model results in a score as low as 0.396. In contrast, Clava manages to surpass other models 

by a margin of 2.8%. A primary cause behind this poor performance may be the manner in which our 

input data is designed. 

Currently, our training data consists only of code snippets of for-loops, and there is no broad context 

or inherent characteristics within which these for-loops exist. For instance, our current preprocessing 

approach decomposes three nested for-loop code snippets, as displayed in Fig. 5, into three separate data 

entities. In the original source code, only the outermost for-loop has the OpenMP directive and is 

therefore labeled “parallelizable” in our dataset. The inner for-loops, conversely, are labeled as “non-

parallelizable.” However, if these inner for-loops appear alone in the source code, they are usually 

considered suitable for parallelization and deserve their own OpenMP directives. This means that the 
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decision to parallelize a for-loop may depend on its broader context, such as its position in relation to 

other parallelizable for-loops. These complexities make model training challenging. 

A simple approach to remedy this situation might be to exclude for-loops located within parallelized 

for-loops from the training data. While this strategy would prevent incorrect data from being incorporated 

into the training dataset, it would deprive the model of the opportunity to capture contextual decisions 

and simultaneously reduce the amount of training data. 

To fundamentally address this issue, a reconfiguration of our training data is imperative. It is important 

to train the model not only on isolated code snippets but also in conjunction with their encompassing 

context. A potential solution could involve integrating information about nesting levels within for-loops 

and whether the outer for-loops are parallelizable. Such an approach is expected to allow the model to 

better understand the placement of each for-loop in its surrounding context and facilitate accurate 

predictions regarding whether it should be parallelized by adding OpenMP directives. 

 

 

Fig. 5. Example of a parallel nested for-loops. 

 

 

7. Conclusion and Future Work 

In this research, we introduced a deep learning-based NLP model aimed at automating the 

parallelization of source code. Through the fine-tuning of CodeT5, an encoder-decoder transformer 

model, using a custom dataset derived from GitHub repositories containing OpenMP directives, we 

enabled the model to identify for-loops suitable for parallelization. 

The evaluations, conducted on for-loops extracted from both GitHub and the NPB dataset, 

demonstrated that the proposed models surpassed AutoPar-Clava, the baseline tool used in this study. 

Distinctively, the new approach accomplished an F1-score of 0.860 in the GitHub dataset evaluation and 

an F1-score of 0.764 in the NPB evaluation. Contrastingly, Clava accomplished an F1-score of 0.669 in 

the NPB evaluation. 

Future research will focus on developing deep learning models capable of recommending OpenMP 

directives based on the parallelizable for-loops identified by the proposed model. We also plan to assess 

the effectiveness improvements delivered by the automatic parallelization tool introduced in this study. 
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