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Abstract 

To solve the problems of assembly object variety, volume difference, and texture features not being obvious in 

the intelligent products assembly process, augmented-reality technology was employed. To improve the 

feasibility and robustness of the augmented-reality tracking registration algorithm in the product assembly 

scenarios, combined with the weak texture of product assembly operation objects and the complex scenes, a 

real-time and robust unmarked tracking registration method was proposed. First, the multimodal approach of 

LINEMOD was improved to detect the weakly textured assembly target base so that the rough pose of the 

camera can be obtained and the problem of reinitialization can be solved when the process of tracking 

registration is interrupted. Then, the iterative closest point (ICP) registration algorithm was improved to 

accelerate the registration process while accurately positioning the camera pose to determine the benchmark 

for virtual-real fusion. Finally, based on the pose relationship between the assembly and the assembly guidance 

information established in the offline phase, visual guidance of the assembly process was realized. A 

performance analysis and comparison of the proposed tracking registration method show that the proposed 

method has better accuracy than the LINEMOD template matching method. The visual display of the assembly 

guidance process shows that the proposed method can be applied to the assembly scene of products lacking 

texture to realize intelligent assembly. 
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1. Introduction 

Intelligent manufacturing has become a global issue and a national-level strategic issue. Many 

countries have made plans and deployments in the field of smart manufacturing, such as “Made in China 

2025,” “Industry 4.0 Platform,” and “Industrial Internet Plan” [1]. Intelligent product assembly is the 

deep integration of advanced assembly technology and information technology, and has become the main 

trend in current product assembly development. At present, most assembly work in industrial production 

processes is performed manually by on-site assembly personnel according to the assembly process 

information file. The manual assembly of complex products has the following problems [2]. 1) The 

assembly process is complicated. There are many problems, such as many parts, volume difference, and 

texture features not being obvious, and the assembly technology is difficult. 2) The assembly process 
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mainly depends on the familiarity of the assembly personnel with the assembly process, which is 

inefficient and prone to errors. 3) During the product assembly process, assemblers must switch their 

attention back and forth between the operational field-of-view and the process documentation. The 

discontinuity of the assembly work makes it difficult for the assemblers to accumulate experience 

effectively. The emergence of augmented-reality technology can solve these problems. The use of 

augmented-reality technology to superimpose the physical characteristics of virtual information and the 

three-dimensional (3D) real environment in real time enables assemblers to receive specific assembly 

guidance information in real time in the real assembly environment [3]. 

Augmented-reality technology makes use of computers to enhance the digital scene with all kinds of 

information in the real world that users can see. It can superimpose the real assembly scene environment 

and virtual assembly guidance information, such as 3D models, videos, and graphics, in real time into the 

same picture or space, thereby improving the efficiency and quality of assembly operations [4]. An 

accurate 3D tracking and registration method is one of the core technologies of an augmented-reality-

based product assembly assistance system. It can accurately fuse virtual assembly guidance information 

in the assembly environment. In recent years, several unmarked tracking registration methods have been 

developed. However, many problems and challenges remain when researching an unmarked augmented-

reality tracking registration method for product assembly [5]. First, many types of component are 

involved in product assembly scenes, most of which are objects with a lack of texture on the surface. This 

leads to tracking jitter or disturbance when using the tracking registration method based on natural 

features. Second, the background environment of the product assembly scene is cluttered, and the 

assembly objects are easily occluded by the background or other components, leading to poor robustness 

when using the edge-based algorithm. The method based on the model can solve the problem of objects 

being difficult to detect owing to a lack of texture [6]. However, this method must accommodate a large 

number of reference images, making it difficult to meet the real-time requirements of product assembly 

auxiliary systems. Therefore, the availability of this method is reduced. The method based on point cloud 

registration has low requirements for environmental lighting intensity and texture features of the object 

surface, so it can be applied to product assembly scenes [7]. This kind of method usually uses an iterative 

closest point (ICP) registration algorithm to calculate all or part of the point clouds iteratively, and the 

algorithm can estimate an accurate pose, even in a scene with poor ambient light conditions. However, 

the ICP algorithm is prone to falling into local optimality and even causing “frame loss” when the depth 

sensor moves fast and cannot obtain the correct initial point cloud dataset, thus interrupting the tracking 

registration process. 

To address the application scenario of product assembly, an unmarked 3D tracking registration method 

was developed to meet the requirements of both precision and real-time performance. This method 

combines the advantages and disadvantages of LINEMOD and the ICP algorithm. In the offline phase, 

according to the 3D model of the base of the product assembly object, reference images under different 

perspectives are obtained, and the gradient direction and surface normal vector features of the assembly 

object are obtained and saved. In the online phase, LINEMOD is improved to obtain the keyframe, the 

camera posture is estimated roughly, and the search space of the ICP algorithm is narrowed. The ICP 

algorithm is then improved to position the camera accurately, thereby determining the positioning 

benchmark of the virtual assembly guidance information. In the precise positioning of the camera pose, 

when the tracking is interrupted because of fast camera movement, LINEMOD can be used again to 

obtain a new keyframe and a rough pose of the assembly object. 
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2. System Overview 

The overall framework of the product assembly system is illustrated in Fig. 1. In the offline training 

phase, the 3D model of the assembly is utilized in a computer-aided design (CAD) environment to 

generate reference images of the assembly object from multiple perspectives, thereby establishing an 

assembly guidance information database. During this acquisition process, the camera’s positional 

coordinates and orientation are recorded to determine the spatial relationship between the assembly base 

and the assembly guidance information. The orientation gradients and normal vector features extracted 

from the assembly base images across different viewpoints are processed and stored during training. In 

the online phase, real-time video frames of the product assembly operation scene are captured by the 

camera. The depth image of each frame is repaired using an improved fast marching method (FMM) 

algorithm. Subsequently, orientation gradient features are extracted from the color images while normal 

vector features are derived from the processed depth images. An improved LINEMOD method is applied 

to identify the most similar keyframe and the corresponding camera pose from the reference images. 

Following this, an optimized ICP algorithm is utilized to register the model point clouds with the 

environment point clouds, enabling accurate camera pose estimation during the tracking and registration 

processes, thus determining the pose information of the assembly. Finally, leveraging the pre-established 

spatial relationship between the assembly base and guidance information, augmented reality visualization 

is achieved by superimposing assembly guidance data onto the physical environment. If virtual-real 

fusion fails due to excessive camera movement velocity or excessive mean distance between matched 

point clusters, the improved LINEMOD method can be reapplied to obtain a new keyframe and an 

updated initial pose. 

 

 

Fig. 1. Overall system block diagram. 

 

 

3. Depth Image Inpainting and Point Cloud Generation  

The quality of the depth images directly impacts the extraction of normal vector features and the 

accuracy of point cloud data generation, thereby influencing camera pose estimation results. Currently, 

there are two primary methods for acquiring scene depth information [8].  

1) Stereo matching algorithms: Depth information is derived by calculating object parallax from 

binocular camera images using stereo matching and converting it to depth measurements through camera 

parameters. While theoretically viable, this approach suffers from high computational complexity and 

significantly degraded performance in occluded scenarios.  
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2) Direct depth sensing: Depth maps are acquired using dedicated ranging devices such as depth 

cameras. However, depth maps captured by these sensors often suffer from missing depth information 

on low-texture object surfaces and in the occluded regions, resulting in holes. Therefore, it is necessary 

to fill and inpaint these depth maps obtained from the depth camera [9]. In this paper, we employ an 

improved FMM to inpaint the depth map, thereby obtaining a high-quality depth map with excellent 

overall smoothness and well-defined edges. Based on this, we extract surface normal vector features and 

generate a point cloud dataset. 

 

3.1 Improved Fast Marching Method for Depth Image Inpainting 

The use of separate cameras for color and depth data acquisition introduces misalignment between the 

two modalities due to differing coordinate origins. This discrepancy results in imperfect spatial 

correspondence between the captured color images and depth maps.  Prior to depth image inpainting, 

geometric calibration must therefore be performed to align the color and depth data within a unified 

coordinate system [10]. This spatial alignment is critical for enabling accurate target object identification 

and subsequent pose estimation [11].  

The FMM operates by treating the damaged region in an image as an inpainting template. The 

algorithm first processes pixels along the boundary of this template and progressively propagates inward 

until all pixels within the template are inpainted [12]. As illustrated in Fig. 2(a), let Ω represent the 

damaged region, δΩ denote its boundary, and p be a specific pixel on δΩ. The following steps outline the 

principle of the FMM algorithm using pixel p as an exemplar. 

 

 
(a) (b) 

Fig. 2. Principle of FMM image inpainting: (a) the mathematical model and (b) � − � point graph. 

 

The neighborhood ��(�) of the pixel � with radius � in the image is selected, and � represents the gradient 

direction of point �. Assuming that point � in Fig. 2(b) is a pixel in the neighborhood ��(�), the pixel 

value of point � is determined by the pixel � with the smallest spatial distance from � within ��(�). The 

pixel value of � can be estimated via the first-order Taylor expansion, which can be expressed as Eq. (1): 
 ��(�) = �(�) + ��(�) ⋅ (� − �), (1) 

 

where � represents the depth map to be inpainted, �(�) represents the pixel value at point �, ��	�
 is the 

gradient at point �, and ��(�) is the first-order Taylor approximation at �. 
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The mathematical model of the FMM algorithm is derived by assigning a weight �(�, �) to all 

pixels in the neighborhood �
�
(�) , and normalizing the weighted sum of the first-order Taylor 

estimates, as shown in Eq. (2): 
 �	�
 =

∑ �	�, �
��	�
�∈�����∑ �	�, �
�∈�����

. (2) 

 

The weight �(�, �)comprises three parameters: the direction parameter 
��(�, �) , the geometric 

distance parameter 
��(�, �), and the horizontal distance parameter ���(�, �).   
 �	�, �
 = 
��	�, �
 ⋅ 
��	�, �
 ⋅ ���	�, �
, (3) 
 

where  
��(�, �) =
���

‖���‖
⋅ �(�), 
��(�, �)  =


�
�

‖���‖�
 , ���	�, �
 =

��

�
|���������|
. 

Here 
� , ��  are empirically set to 1. The direction parameter 
��(�, �) ensures higher weights for 

pixels nearer to the normal direction of point �, the geometric distance parameter 
��(�, �) prioritizes 

spatially closer pixels, and the horizontal distance parameter ���(�, �) emphasizes pixels nearer to the 

boundary δΩ.  � represents the distance from the pixel in the area Ω to the boundary �Ω. 

To inpaint the entire area Ω, Eq. (2) is iteratively applied to boundary pixels while updating the 

boundary information of Ω until all the pixels in Ω are inpainted. The FMM algorithm employs the fast-

marching method to complete the boundary information of Ω, so that the points on the boundary gradually 

advance into Ω. In general, the repair order is rotated by solving the Eikonal equation for the pixels within 

Ω, which is 
 |��| = 1, (4) 
 

where the points on the boundary �Ω have a � value of 0. The FMM algorithm selects the inpainting 

order according to the magnitude of the � value. The smaller the � value is, the earlier the corresponding 

pixel is inpainted. In the FMM algorithm, all pixel values can be calculated to obtain the corresponding � value. First, all pixels are divided into three categories:  

1) Boundary pixels on �Ω with unupdated � values.  

2) Known pixels outside �Ω that require no repair, whose � values are predetermined.  

3) Target pixels within the repair area Ω, where � values need computation.  

Therefore, during depth map restoration, the initial � values are usually set as follows: Boundary pixels 

on �Ω and known pixels outside �Ω are set to 0, pixels within the inpainting area Ω are initialized with 

infinite (size is 10�). When repairing, the algorithm will: prioritize boundary pixels with the smallest � 

value. Propagate the boundary inward. Update � values using the following linear difference equation: 
 ���(����, −�
��, 0)� + ���(����, −�
��, 0)� = 1, (5) 
 

where ����(�, �) = �(�, �) − �(� − 1, �)  represents the forward difference in the x-direction, and �
��(�, �) = �(� + 1, �) − �(�, �) represents the backward difference in the x-direction. The y-direction 

is similar to the x-direction. 

The FMM algorithm determines the inpainting order based on the distance between the pixel point and 

the boundary �Ω. While this method achieves good results for color images, depth images often contain 

large hollow regions [13]. Solely relying on spatial distance for inpainting order leads to limited accuracy. 

To address this, we propose weighting pixels with larger depth values more heavily and reducing weights 

for edge pixels. The revised weight coefficient is defined as follow equation: 
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�	�
 = −�	�
 +
���	�
���� − ��|���	�
|, (6) 

 

where �(�) is the distance from the pixel � to the boundary �Ω, �(�) is the depth value at �, ���� is the 

maximum depth value in the depth image, and ���(�) is the data coefficients obtained after  applying 

the Laplace transform to the corresponding color image. By performing the Laplace transform on the 

color image, a significant output result can be achieved in the edge regions, thereby reducing the weight 

coefficient of pixels in these regions. Parameters �� and �� are used to balance the weight contributions. 

 

3.2 Point Clouds Generation 

Let � = (�, �) denote a pixel in the inpainted depth map at time �. Using NVIDIA CUDA parallel 

computing platform, each � is back-projected into the spatial coordinate system of the depth camera to 

obtain the vertex map through the perspective projection model [14]. 
  �(�) = ��	�
!���

_

�
�� "�, 1#, (7) 

 

where ��(�) represents the depth map at time �, and !����_�
��

 represents the depth camera intrinsic matrix. 

The camera pose !���� = [$����|�����] at time � can be obtained by the rough estimation method of 

camera pose, where $���� ∈ %&(3) is the rotation matrix and ����� ∈ $� is the translation vector. Using 

the initial camera pose, vertices are transformed into the global coordinate system.  
  ��(�) =  �(�)!����. (8) 
 

Then, using the adjacent projection points, the normal vector ���(�) corresponding to each vertex can 

be get by formula (9). 
 ���	�
 = ' ��	� + 1, �
 −  ��	�, �
( × ' ��	�, � + 1
 −  ��	�, �
(. (9) 

 

The raw point cloud datasets are constructed by normalizing the normal vectors ���(�). To accelerate 

registration, the template point cloud � = {��, ��, ⋯ , ���
} can be generated through voxel grid down-

sampling. Using the same method, the environmental point cloud ) = {��, ��, ⋯ , ���
} can be obtained 

by aligning the world coordinate system with the camera coordinate system. Then the ICP algorithm is 

optimized and the point cloud datasets are registered thereby achieving accurate pose estimation. 

 

 

4. Rough Estimation of Camera Pose 

4.1 Offline Training 

During the offline training phase for product assembly, CAD models of assembly bases are applied to 

achieve multi-view data acquisition, generating RGB-D datasets for training [15]. The multi-view data 

acquisition process can be described as follows. In the CAD environment, projection views of assembly 

object are captured from various perspectives using a virtual camera, with each view containing distinct 

assembly object geometries and corresponding camera poses. In order to avoid view redundancy caused 

by high sampling density near hemispherical poles, sampling is performed across the surface of a regular 

icosahedron. Each icosahedron face undergoes iterative subdivision into four equal parts. In order to 

balance the operation speed and accuracy, the iterations count is set to 2, so each face can form 16 
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equilateral triangles. The CAD model of the assembly base is positioned at the icosahedron’s centroid, 

with the optical axis of the virtual camera always passing through the center, and sampling viewpoints 

are located at the vertex of each triangle.  

Fig. 3 illustrates this offline sampling process. The longitudinal sampling range spans 0°–360°, while 

atitudinal sampling covers 0°–90°. For each viewpoint, four rotational angles between -45° to 45° are 

established to address online processing mismatches caused by rotation invariance limitations in the 

LINEMOD multimodal template matching method. 

 

Fig. 3. Schematic of offline sampling. 

 

4.2 Feature Descriptor Extraction 

Hinterstoisser et al. [16] proposed a high-efficiency LINEMOD multimodal template matching 

algorithm in 2011, which integrates RGB and depth data for recognizing textureless objects in cluttered 

environments. The LINEMOD implementation comprises two phases:  

1) Offline training phase: Reference images from multiple perspectives are obtained using the 

aforementioned method, with the features of each view extracted and stored.  

2) Online matching phase: Similarity between video frames and template images is calculated through 

the similarity verification formula. Unlike a conventional template matching algorithm, LINEMOD 

defines template � by combining RGB gradient orientations with surface normal vectors of depth images 

during feature extraction [17]. 
 � = (*&�}�∈� ,�	�,�
(, (10) 

 

where {&�}�∈� represents multi-perspective target views, ! denotes a variety of modes, specifically 

RGB images or depth images. � indicates feature lists at position � for modality �. So, template T is 

used to record the features at position � in the image. For multi-modal feature selection, LINEMOD only 

selects gradient directions along object contours and surface normal vectors within object boundaries. 

This configuration ensures robustness against illumination variations and noise. The template features of 

the LINEMOD algorithm are illustrated in Fig. 4. 

 

 

Fig. 4. Template features of LINEMOD algorithm. 
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4.2.1 Gradient direction feature extraction 

For RGB images, maximum gradient directions across red (R), green (G) and blue (B) channels are 

calculated at contour positions [18]. The gradient direction of the RGB image � at the position �  can be 

calculated by the following equation: 
 ��	�
 = +�� ,-.	�
/ =

0-.0� , (11) 

 

where -.(�)) = ��1 ���
�∈{�, ,�}

2!�
!�
2. {R,G,B} respectively represent the three color channels at position � 

in the color image �. +��() represents gradient direction. 

Due to the influence of background interference and lighting variations, the gradient direction in object 

contour pixels may be reversed. To quantify these gradient vectors and enhance robustness against 

illumination and background noise, the gradient directions can be discretized as follows (Fig. 5).  

1) Collinear direction unification: Collinear directions are treated as equivalent, unifying all gradient 

orientations within a range of 0°–180° [19].  

2) Direction quantization: The unified range is divided into 5 bins, encoded in binary. For example, the 

red gradient direction in Fig. 5 falls into the second bin, represented as 00010.  

3) Noise mitigation: Quantized gradient directions are propagated across a 3×3 neighborhood to 

improve noise resistance.  

4) Threshold filtering: Only gradient directions exceeding a predefined threshold are retained at each 

pixel position. 

To accelerate online matching, gradient directions along color image contours are encoded using this 

binary scheme, and response mapping list needs to be calculated in advance. 

 

Fig. 5. Gradient direction quantization. 

 

4.2.2 Surface normal vector feature extraction 

For each pixel � in a certain depth image, the depth function �(�) is approximated using a first-order 

Taylor expansion. 
 �(� + 
�) − �(�) = 
���� + ℎ. +. �. (12) 
 

The optimal gradient ��3  can be obtained via the least squares method, enabling the computation of 

surface normal vectors for pixel � assumed to lie on a 3D plane. Assuming that this plane pass through 

three non-collinear points ), )� and )� [20]: 
 

4) = �⃗(�)�(�))� = �⃗(� + "1,0#�)�(� + "1,0#��3 ))� = �⃗	� + "0,1#�
�'� + "0,1#��3 (.

 (13) 
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In the equations above, the line of sight vector �⃗	�
 passing through pixel x is calculated using the 

intrinsic parameters of the depth camera that generated the depth images. The surface normal at pixel � 

is then obtained by calculating the cross product and normalization of vectors ))�6666666⃗  and ))�6666666⃗ . As described 

in Section 2, depth maps from depth cameras often exhibit edge artifacts such as holes. Depth values may 

exhibit abrupt discontinuities at object boundaries. These discontinuities can lead to unreliable normal 

vector estimates at object boundaries. To address this, the LINEMOD algorithm discards pixels in a 

central pixel’s neighborhood where depth differences exceed a predefined threshold. This method not 

only effectively suppresses noise in depth maps but also reliably computes corresponding normal vectors 

in the case of depth discontinuities. 

During the offline training phase, gradient direction features from RGB images and surface normal 

vector features from depth maps are extracted. These features are back-projected onto the 3D assembly 

base model to establish their corresponding 3D space coordinates. The poses, object templates, feature 

vectors and 3D space coordinates corresponding to each reference view are stored in an XML file. 

 

4.3 Rough Estimation of Camera Pose 

The LINEMOD algorithm detects assembly base objects in video frames by calculating the similarity 

score between frame images and multi-perspective reference images. For a video frame image � and 

reference image �, their similarity at a certain position 7 can be computed using Eq. (14): 
 

�({��}�∈� ,�, 7) = 8 9 ���
�∈��"
#�

:�'&�	�
, ��	�
(;
�#,��∈$

, (14) 

 

where :�(&�(�), ��(�)) calculates the similarity between reference images and frame image under 

modality �, � ∈ $(7 + �) = [7 + � −
%

�
, 7 + � +

%

�
] × [7 + � −

%

�
, 7 + � +

%

�
] is a region within neighbor-

hood region < centered at 7 + � . 

For RGB images, the similarity can be computed by the follow equation: 
 :�'&�	�
, ��	�
( = |&�(�)���(�)|, (15) 

 

where &�(�) denotes the gradient direction at position � in the reference image, and ��(�) represents 

the gradient direction at position � in the video frame image. To enhance robustness against lighting 

variations and partial occlusions, the absolute value of the cosine between the gradient direction 

difference is adopted for similarity computation. Therefore, the similarity for RGB images is formulated 

as follows [19]: 
 

�	�,�, 7
 = 8 9 ���
�∈��"
#�

:�'&�	�
, ��	�
(;
�#,��∈$

= 8 ���
�∈�("
#)

|7+�( +��(&, �) − +��(�, �))|,
#∈$

 (16) 

 

where +��(&, �) represents gradient directions at position � in reference image &. +��(�, �) represents 

gradient directions in frame image � at position �. � denotes a list at position �, and � = (&,�). 

As evident from Eq. (16), the LINEMOD similarity computation inherently lacks scale invariance 

because it disregards relative size variations between the reference and query objects. To resolve this 

limitation, we integrate depth information into the similarity calculation. The enhanced similarity metric 

incorporates scale-aware terms derived from depth maps. 
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⎩⎪⎨
⎪⎧�(�,�, 7&') = 8 ���

�∈�((�("�
�,#�))

|7+�[ +��(&, %)(7)' , �')) − +��(�, �)]|
("	

� 
#�)∈�

%�(7�' ,�) = 7�' +
�(7�' )�(7)' )

� , (17) 

 

where +��(&, %)(7)' , �')) represent gradient directions at position 7&' +
�("�

�)

�("	
� )
�' in reference image &. � ∈

$(%&(7&', �')) = [7&' +
�("�

�)

�("	
� )
�' −

%

�
, 7&' +

�("�
�)

�("	
� )
�' +

%

�
] × [7&' +

�("�
�)

�("	
� )
�' −

%

�
, 7&' +

�("�
�)

�("	
� )
�' +

%

�
]  represents a 

region within neighborhood region τ centered at 7�' +
�("�

� )

�("	
� )
�' , �(7�' ) represents the depth value at the 

pixel point 7�' . �(7)' )  is the distance between the reference image &  and the center of the regular 

polyhedron during offline phase. 

With depth information integrated into the similarity calculation, the positions of the assembly base 

captured from multiple perspectives during the offline training phase are known. This enables estimation 

of the scaling factor for the assembly base using the above formula. A sliding window is then traversed 

across the video frame image. The similarities across all positions in list P are aggregated to ensure the 

similarity between the video frame and the assembly base reference image from a specific perspective. 

After iterating through all assembly base reference images, the keyframe should be the image that is most 

similar to the current video frame. This process can ensure the rough position !���� = [$����|�����] of the 

current camera and reduce the algorithm search space for accurate calculation of pose. 

 

 

5. Accurate Estimation of Camera Pose 

Combined with the aforementioned point cloud dataset generation method and the initial camera pose !���� = [$����|�����], this paper adopts a tracking method based on point cloud registration to refine the 

camera pose. Let the point cloud datasets of the assembly model and the video frame be denoted as � =

{��, ��, ⋯ ,���
} and ) = {��, ��, ⋯ , ���

}. The ICP algorithm is employed to register these point clouds 

and compute the accurate camera pose. In order to improve the robustness of the ICP algorithm, KD-tree 

is utilized for nearest-neighbor search during corresponding point search, and GPU is applied to expedite 

point cloud registration. Besides, RANSAC eliminates outlier point pairs to improve registration 

accuracy. If registration fails due to the average distance between matched point pairs is too far, the 

LINEMOD algorithm is reinitialized to get a new keyframe and initial pose. 

 

5.1 Classic ICP Algorithm 

The ICP algorithm is a classical method for estimating relative pose using point cloud dataset [21]. The 

algorithm iteratively searches for nearest-neighbor points to establish correspondence pairs and minimizes 

an objective function constantly to estimate the relative pose between the two cloud points. Specifically, 

it is assumed that two point clouds to be registered is P and X, and a subset of points {��} is selected from 

P. For each point �� in this subset, the nearest �� in X is identified. The objective function in Eq. (18) is 

minimized to compute the pose transformation that best aligns these corresponding points [22]: 
 

:($,�) =
1A8‖�� − ($�� + �)‖�,

*

�+�

 (18) 
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where $ and T respectively represent the rotation matrix and translation matrix. 

The essence of ICP algorithm is to estimate the relative pose between two point clouds by calculating 

the optimal transformation matrix that minimizes alignment error. This is achieved through iterative 

adjustments to $ and T. The point clouds to be registered in this work are: Template point cloud � =

{��, ��, ⋯ ,���
} . A predefined reference model of the assembly base. Scene point cloud ) =

{��, ��, ⋯ , ���
}. Point cloud data extracted from the video frame. The classical ICP algorithm registers 

two point clouds through the following steps [23]. 

Step 1: Select a subset of points {��} from the assembly base template point cloud P, namely �� ∈ �. 

Step 2: For each point ��, search for its nearest ��in the scene point cloud X using the shortest Euclidean 

distance, establishing initial correspondences between P and X. 

Step 3: Apply an algorithm to eliminate erroneous correspondence pairs. 

Step 4: The objective function in Eq. (18) is minimized to compute the pose transformation matrix 

between { ��} and {��}. Apply the calculated transformation matrix to update { ��}, yielding a 

new subset of points { ��'}, {��' = $�� + �, �� ∈ �}. 

Step 5: Calculate registration error using 
 =
�

�
∑ ‖��' − ��‖��
�+� . Set a threshold ε, if 
 > ε and the 

iteration count is below the maximum limit, go back to Step 2 to continue iteration. If 
 ≤ ε, 

output $ and T as optimal pose. If the maximum iterations are reached without convergence, the 

LINEMOD algorithm will be reinitialized to get a new keyframe and initial pose. 

 

5.2 Improved ICP Algorithm 

Compared to other registration algorithms, the ICP algorithm does not require explicit segmentation of 

point clouds and directly utilizes corresponding points for registration. Due to its excellent registration 

effect, ICP is widely adopted as a precise registration method [24]. However, it faces two key limitations. 

1) The ICP algorithm requires exhaustive traversal of all points in the point cloud during nearest-

neighbor searches. For dense point clouds with a large number of internal points, this severely impacts 

computational efficiency.  

2) The algorithm is prone to incorrect correspondence pairs during nearest-neighbor matching, which 

can degrade registration accuracy [25].  

To solve these problems, we propose the following enhancements. 

1) Reduces point cloud density by using voxel rasterization method during the acquisition process.  

2) A KD-tree of the point cloud data is constructed on the GPU to enhance computational efficiency 

during nearest-neighbor searches.  

3) The RANSAC algorithm with a predefined distance threshold is used to eliminate erroneous point 

pairs. 

The improved ICP algorithm operates as follows. 

Step 1 (Data processing): Simplify the two input point cloud datasets � and ) using the voxel grid method, 

resulting in simplified point clouds �′and  )′ . 

Step 2 (Accelerated correspondence search): For each point ��* in  {��}, Use a GPU-accelerated KD-tree 

to speed up the search for its corresponding point ��* in the environmental point cloud dataset, 

forming a correspondence pair (��* , ��*). 

Step 3 (Outlier removal via RANSAC): Apply the RANSAC algorithm with a predefined distance threshold 

to eliminate incorrect correspondence pairs from the candidate matches. 
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Step 4 (Rigid transformation estimation): Calculate the optimal rigid transformation parameters by 

minimizing the objective function in Eq. (18). Apply the transformation matrix to the point set �� 
to obtain an updated point set ��' = {��' = $�� + �, �� ∈ �}. 

Step 5 (Termination criteria): Calculate the corresponding point pair distance according to 
 =
�

�
∑ ‖��' − ��‖��
�+� . Set a predefined threshold ε,  if 
 > ε , go back to Step 2 for further iteration. 

If 
 ≤ ε, output the optimal relative pose. If the maximum iteration count is reached without 

convergence, restart the LINEMOD algorithm to acquire a new keyframe and reinitialize the 

camera pose. 

 

 

6. Method Validation and Discussion 

The proposed method was implemented using VS2017, OpenCV3.4.1, and Python3.7. The 

computational platform consists of an 11th Gen Intel Core i7-4600U microprocessor with a CPU 

frequency of 2.4 GHz, 16 GB of RAM, and an NVIDIA GeForce MX450 GPU. Color and depth images 

of the assembly scene were acquired using a Kinect sensor, which include an RGB sensor resolution of 

640×480 pixels and a depth sensor resolution of 320×240 pixels. In the experiments, the RGB image size 

was set to 640×480. During the validation process, the performance of the proposed tracking registration 

method was first evaluated on the public weak-texture dataset introduced by Hinterstoisser et al. [16]. 

Subsequently the motor was used as the assembly target to demonstrate the visual guidance of the product 

assembly process. 

 

6.1 Tracking Registration Method Performance Analysis 

Firstly, the LINEMOD algorithm was improved to detect objects with insufficient surface texture on 

the open dataset. As shown in Fig. 6, the green boxes represent the detected targets under various 

conditions. Fig. 6(a)–6(c) depict different viewing angles, scales, and lighting conditions, while Fig. 6(d) 

illustrates partial occlusion of the object. So the improved LineMod algorithm can provide a relatively 

accurate initial pose for the registration algorithm in a cluttered environment. 

 

  
(a) (b) (c) (d) 

Fig. 6. Detected objects in cluttered environment: (a–c) different viewing angles, scales, and lighting 

conditions, and (d) object is partially occluded. 

 

 
(a) (b) (c) (d) 

Fig. 7. The visualized effect rendered according to the initial pose: (a–c) different views and scales, and 

(d) the object is partially occluded. 
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By incorporating depth information into the computation of similarity scores, the improved LINEMOD 

algorithm exhibits robustness and scale invariance in cluttered environments. However, the initial pose 

obtained from the improved LINEMOD method does not meet the precision requirement for augmented 

reality product assembly systems. For instance, the green objects in Fig. 7 represent the visualization 

rendered based on the initial pose, which shows significant deviation. In our method, the improved 

LINEMOD algorithm provides a rough initial pose for the tracking algorithm based on the point cloud, 

followed by the application of an improved ICP algorithm for accurate pose estimation. Finally, 

augmented reality visualization is achieved based on the precise pose. Fig. 8 illustrates the pose 

information acquired using our method, and Fig. 9 depicts the visualization effect of rendering according 

to the exact pose. Our method achieves superior visualization results across different angles, scales, and 

even under partial occlusion. This is because the improved ICP method has higher registration accuracy 

under the condition of the rough initial pose. When tracking fails, the enhanced LINEMOD method is 

reactivated to get a new initial pose. Table 1 records the average time required for key steps in this 

method. Specifically, the target detection process is denoted as Step Ⅰ, and the tracking registration 

process is denoted as Step Ⅱ. Using the enhanced LINEMOD algorithm, it takes approximately 55.49 

ms per frame to compute the initial pose on average. This process is relatively slow because it involves 

calculating the similarity score between the video frame image and all reference images. In contrast,  

 

 
(a) (b) (c) (d) 

Fig. 8. The precise pose information get by the method we proposed: (a–c) different views and scales, 

and (d) the object is partially occluded. 

 

  
(a) (b) (c) (d) 

Fig. 9. The visualized effect rendered according to the precise pose: (a–c) different views and scales, and 

(d) the object is partially occluded. 

 

Table 1. Average running time per frame of the method in this paper 

Process Main steps Time (ms) Total time (ms) 

Step Ⅰ Input the video frame image 1.05 

55.49 Feature extraction 6.75 

Improved LINEMOD algorithm 47.69 

Step Ⅱ Input the video frame image 1.05 

30.67 
Pre-processing 7.49 

Tracking using improve ICP algorithm 13.62 

Visualization of results 8.51 
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when applying the improved ICP method, the tracking process took an average of 30.67 ms per frame. 

Since the augmented reality system primarily operates in the tracking state, it executes the target detection 

process only during initialization or upon tracking failure. Therefore, the proposed method satisfies the 

real-time requirements of augmented reality product assembly systems. 

 

6.2 Assembly Guide 

Using an electric motor as the assembly target, an augmented reality visualization system for product 

assembly was constructed. The system employs 3D Max software to model guidance information [22]. 

Implemented in C++ within the Python development environment, the proposed method generates 

dynamic link libraries callable by Python. In the experiment, a motor with its junction box and front 

cover removed served as the assembly base, placed in a cluttered background environment. The Kinect 

sensor was utilized to obtain color and depth images of the assembly scene, and the pose information of 

the assembly base was obtained using the proposed method. Based on the pose relationship between the 

assembly base and the guidance information, virtual assembly guidance information was superimposed 

onto the real-world scene. By moving the Kinect sensor, the registration effect of assembly guidance 

information can be achieved under various viewing angles and scales. Fig. 10(a) illustrates the results of 

the assembly base identification and registration. The green model represents the rendered and registered 

3D model of the assembly base, obtained by estimating its pose using the proposed method. Fig. 10(b)–

10(d) depict the guide screens for different assembly processes. The green model components in Fig. 

10(b)–10(f) correspond to virtual dynamic guide information, which is utilized to determine installation 

positions of the components. In Fig. 10(c), the red model component provides operation animation 

guidance to assist assemblers in understanding the assembly process and instructions more clearly, 

thereby enhancing assembly efficiency. Consequently, the proposed method achieves a superior 

assembly guidance effect under different viewing angles and scales. Additionally, the frame size during 

the assembly process matches that of the aforementioned experiment. When employing the afore-

mentioned method for assembly guidance, the average runtime per frame is 31.2 ms, slightly longer than 

the average runtime observed in the previous experiment. This discrepancy arises due to the larger  

 

 
(a) (b) (c) 

 
(d) (e) (f) 

Fig. 10. Visualization of virtual assembly guidance information and assembly virtual-real fusion 

registration effect: (a) Motor base identification registration result. (b–d) Guide screens for different 

assembly processes. (e–f) The registration result of the guide information for the coupling assembly of 

different viewing angles and sizes. 
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volume of assembly objects in the product assembly experiment, which increases the computational time 

required for point cloud matching. Furthermore, the loading and rendering times vary depending on the 

complexity of the virtual information. However, the average runtime per frame during the product 

assembly process remains within real-time requirements. 

 

 

7. Conclusion 

The purpose of this study was to address the problem of poor robustness of the commonly used tracking 

and registration methods based on natural features, owing to the cluttered environment of product 

assembly scenes. The components involved were mostly weakly textured objects that are easily occluded 

[26]. An accurate 3D tracking registration method without markings that can satisfy real-time 

requirements was proposed. During product assembly, the improved linear parallel multimodal 

LINEMOD template matching method and improved ICP method were combined to realize the visual 

guidance of assembly guidance information. First, the improved LINEMOD method was applied to 

complete the roughness of the camera pose, which provides a more accurate initial value for the ICP 

registration algorithm to enhance the precision of the ICP method and reduce the search space of the ICP 

algorithm. Then, the improved ICP method was applied to register the assembly base model and the video 

frame area to determine the pose information of the assembly base. Finally, according to the pose 

relationship between the assembly base and the assembly guidance information, the virtual assembly 

guidance information was superimposed onto the assembly environment to achieve the fusion of the 

virtual information and the real environment. In the method verification process, the performance of the 

proposed tracking registration method was first verified using a public weak-texture dataset. A motor 

was then considered as the assembly target to achieve visual guidance for the product assembly process. 

The experiment shows that the proposed method has good real-time performance and robustness in such 

application scenarios as product assembly, where the environment is cluttered and the operating objects 

lack texture. 
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