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Abstract 

The modern financial industry demands rapid decision-making based on diverse information from dynamic 

environments. Predicting outcomes from such data is complex due to rapid shifts influenced by numerous 

factors. Despite advancements in artificial intelligence technology that offer sophisticated analytical models, 

accurately predicting outcomes and providing sufficient justification for these predictions remain challenging, 

particularly with fragmented model constructions. In this paper, we propose a novel approach for efficient 

processing of available public personal credit data, deriving new analysis elements, and comparing prediction 

interpretations. Specifically, we develop 11 prediction models that can be categorized into two types: data 

image transformation and time-series transformation. The models undergo standardization, preprocessing, and 

cross-validation for optimization, with their predictive performances compared and validated. Models 

leveraging convolutional neural network (CNN) and convolutional neural network-long short-term memory 

(CNN-LSTM) architectures demonstrate strong performance across both categories. To fully interpret the 

classification process, SHAP is applied to compare and explain the prediction results for each model type. 

 

Keywords 

Big Data Processing and Analysis, Credit Risk Prediction, Deep Learning, eXplainable AI 
 

 

 

1. Introduction 

With the advancement of the Internet and digital technologies, financial services have increasingly 

moved online, giving rise to new financial platform models that are reshaping traditional financial 

transactions. In particular, peer-to-peer (P2P) lending platforms have introduced a new change by 

facilitating direct lending and investment between participants, providing an environment for borrowing 

funds without intermediaries [1]. This has redefined the relationship between financial institutions and 

borrowers within the capital market [2]. 

Since financial data consists of many variables, selecting the right variables is important for improving 

classification performance. Convolution neural network (CNN) is considered as one of the most effective 

feature extraction algorithms and a highly efficient neural network learning model. Sohangir et al. [3] 

confirmed that big data-formatted financial data, due to its complexity, benefits from deep learning 

models using CNN and long short-term memory (LSTM) for prediction. Kim and Cho [4] demonstrated 

the strong performance of CNN models in extracting complex features and identifying patterns. 
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Previous studies on credit risk prediction [3-5] have not directly employed high-performance CNN 

models for financial prediction, instead using them primarily for feature extraction. The extracted features 

were then applied to other artificial intelligence (AI) models for prediction. Recent studies [6,7] have 

shown the excellent performance of CNN models in encoding tabular numerical data into images. In this 

paper, we aim to directly evaluate the prediction performance of CNN models using two algorithms that 

transform the data itself into images. 

In addition, time dependence in loans is a crucial factor for both financial institutions and borrowers. 

To address this, we apply multivariate time series classification using CNN-LSTM. Although there have 

been time series analysis studies using LSTM [8,9], they focused on aggregating P2P individual loan 

sequential data on a monthly basis to predict monthly average default rates. 

Regarding model interpretability, previous studies [10-12] mostly focused on developing models or 

techniques that offer interpretability. While post-hoc explanation for a single model is essential, this paper 

focuses on comparing model interpretations from different perspectives using the same data. The 

comparative analysis of model interpretability is a novel contribution in this study. 

The rest of this paper is structured as follows: In Section 2 reviews existing research in the field. Section 

3 provides an explanation of the research design, including analysis model construction, evaluation 

methods for each model, explainable artificial intelligence (XAI) design, and the overall research 

procedure. Section 4 details the data collection process, preprocessing, image transformation, time series 

transformation, and the training process for the analysis models. It also includes an analysis and summary 

of performance comparisons by model type and the interpretability of predictive models. Finally, Section 

5 discusses the research results and limitations, and suggests directions for future research. 

 

 

2. Related Works 

As financial data becomes increasingly complex and larger in scale, research utilizing effective 

algorithms has gained prominence. Among these, CNN has shown outstanding performance as a deep 

learning model for feature extraction from financial data, largely due to their remarkable performance in 

image recognition. Hoseinzade and Haratizadeh [13] demonstrated significant performance improvement 

by applying CNN for automatic feature selection and market prediction, highlighting the importance of 

feature extraction in market forecasting. Cao and Wang [14] constructed a stock index prediction model 

based on CNN and CNN-SVM through rule-based methods to forecast future trends in financial activities. 

Their study confirmed the feasibility and effectiveness of both prediction models, concluding that 

utilizing neural networks for financial forecasting and handling continuous and categorical predictive 

variables can yield favorable results. Qian et al. [7] proposed a soft reordering 1D CNN architecture 

designed to adaptively reshape tabular data for CNN training, and showed that it outperforms existing 

machine learning and deep learning models for credit scoring. 

Research employing LSTM or recurrent neural network (RNN) has also emerged to understand the 

characteristics and predict financial time series. Lee and Oh [15] collected 2,362 non-financial industry 

data spanning from 2000 to 2017, predicting credit ratings with a total of 35 variables. By applying nine 

different machine learning models, the study found that the LSTM model, commonly used in time series 

prediction models, performed the best. Liang and Cai [9] developed LSTM, ARIMA, support vector 

machine (SVM), and artificial neural network (ANN) models to examine the monthly default rate of new 

loans on a P2P lending platform. Their results indicated that the LSTM model significantly enhanced 

prediction accuracy and trend accuracy across various time series cross-validations. 
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Research has also introduced hybrid CNN-LSTM models that combine the strengths of CNN and 

LSTM. Liu et al. [16] proposed a CNN-LSTM model to analyze quantitative strategies in the stock 

market. By utilizing CNN for trend analysis to establish stock selection strategies and LSTM for 

formulating timing strategies to enhance profitability, the study achieved better returns than basic 

momentum strategies and benchmark indices. Eapen et al. [17] developed a CNN-BiLSTM model that 

improved predictive performance by 9% in a single-pipeline deep learning model. This study 

implemented various modifications, including different CNN kernel sizes and bidirectional LSTM 

(BiLSTM) units, minimizing overfitting while enhancing prediction accuracy. Additionally, Lu et al. [18] 

proposed a CNN-BiLSTM-AM model to forecast the closing price of the Shanghai Composite Index. 

CNN was employed to extract features from input data, BiLSTM used these extracted features to predict 

the next day's stock closing price, and an attention mechanism (AM) was used to enhance prediction 

accuracy. When comparing the proposed model to seven other models including CNN, RNN, and LSTM, 

the proposed model demonstrated superior performance. 

Machine learning models' high accuracy often comes at the cost of interpretability. While these 

technologies are widely utilized in the financial sector, the use of complex models makes it difficult to 

interpret the process of result derivation and to explain the correlation between model outputs and the 

underlying variables. XAI techniques, such as LIME [19] and SHAP [20], aim to make machine learning 

models interpretable, resembling traditional linear models. Bussmann et al. [21] demonstrated the use of 

the XGBoost model for predicting corporate defaults using a dataset from a specialized credit rating 

agency for small and medium-sized enterprise (SME) commercial loans. Their study showcased both 

high accuracy in corporate default prediction and improved interpretability through SHAP. Misheva et 

al. [22] applied LIME and SHAP methods to XGBoost and random forest (RF) models based on P2P 

lending platform, providing consistent explanations aligned with financial logic. Gramegna and Giudici 

[23] trained an XGBoost model on Italian SME data and demonstrating the superiority of SHAP values 

in credit default prediction by applying LIME and SHAP. Kim [24] studied the differences in loan 

classification by analyzing interpretation across various model types. Chen et al. [25] suggested a global 

interpretable model that is decomposable into sub-models for additional risk assessment. This 

decomposed model generated from subgroups of features, produces default probabilities, offering both 

global interpretability through rules and local interpretability through case-based explanations. 

 

 

3. Research Structure Design  

In this paper, we undertake the following research steps. First, in order to process complex variables 

in financial data, soft rearrangement is performed to reorganize the tabular data for enhanced CNN 

learning. The reordering mechanism used at this time is based on the foundational concepts of Zhu et al. 

[26] and Sharma et al. [27], with partial modifications to create a 2D-matrix type dataset (For better 

understanding, the modified algorithm is expressed as Simple-Gen and Simple-Matrix). 

Next, we proceed with CNN-LSTM-based multivariate time series classification to address the time 

dependence problem of personal loans. To achieve this, the dataset is transformed into a multivariate time 

series to measure time-related variables, while remaining independent variables are converted into images. 

Lastly, in order to strengthen the explanatory power of the research model, we perform a performance 

comparison between the general classification model and the time series classification model. The best-

performing model for each type is selected, and XAI is applied to provide predictive analysis for each 

model, allowing for simultaneous comparison and analysis of the results. 
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3.1 Research Model Design 

To construct a dataset suitable for the credit risk prediction model proposed in this paper, a prediction 

dataset is reorganized into four types of datasets through a transformation process. The four final datasets 

are used for general classification prediction, general classification prediction converted to images, time 

series classification prediction, and time series classification prediction converted to images. The 

architecture of the research model is illustrated in Fig. 1. 

To prevent overfitting that may affect model prediction performance and to create a generalized model, 

cross-validation is performed by distinguishing between general classification prediction and time series 

classification prediction. Additionally, to improve prediction performance, optimal parameters for each 

classification model are determined through hyperparameter adjustment. 

After training, the prediction results are categorized into general classification prediction and time 

series classification prediction, followed by performance evaluation for each model. XAI is applied to 

the top-performing models for each type to compare and analyze the interpretability of the model 

prediction process. 
 

 

Fig. 1. Research architecture. 

 

For consistency in terminology used in this paper, there are two model types: General Model for general 

classification prediction model and Time Series Model for time series prediction classification model. 

 

3.2 Model Configuration 

The General Model was constructed by selecting an algorithm known for its strong performance in 

binary classification, along with a CNN algorithm recognized for its excellent performance in image 

analysis. The Time Series Model is composed of LSTM algorithms that excel in time series analysis. The 

objective is to determine whether CNN's impressive performance is maintained in classification learning, 

and to explore any differences between time series classification prediction and the existing binary 

classification model when applied to the same dataset. The model configuration is shown in Table 1. 

 

3.3 Evaluation Indicators 

Performance evaluation of a classification model generally confirms the results by comparing actual 

and predicted values. This study uses three evaluation metrics: accuracy, F1-score, and area under the 

curve (AUC) [28]. 
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XAI for General Model XAI for Time Series Model
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Table 1. Model configuration 

Model Base model Data format 

General Model   

LR Logistic regression Tabular data 

RF Random forest Tabular data 

XGBoost XGBoost Tabular data 

ANN ANN Tabular data 

CNN(a) CNN Image data 

CNN(b) CNN Image data 

Time Series Model   

LSTM(a) LSTM Time series data 

LSTM(b) LSTM Time series data 

BiLSTM Bidirectional LSTM Time series data 

CNN-LSTM(a) 1-dimension CNN, LSTM Image-time series data 

CNN-LSTM(b) 2-dimension CNN, LSTM Image-time series data 

 

3.4 XAI Design 

The performance of the General Model and the Time Series Model are compared, and the SHAP 

method is applied to the model that showed the best performance. SHAP provides explanatory power in 

two ways: First, Global Interpretation quantifies and visualizes the contribution of each variable, 

providing an analysis of their relative importance from a model-wide perspective. Second, Local 

Interpretation focuses on specific data and allows you to visually examine the variables contributed to 

the prediction result. The visual representations of the interpretation for each model type are expressed 

based on the same data. 

 

 

4. Experiment and Result Analysis 

4.1 Experiment Data 

This study used personal loan-related data released by the U.S. Lending Club. It contains information 

about the loan applicants including their repayment histories. Our objective is to classify the likelihood 

of individual defaults. 

The dataset spans from 2007 to 2020 and contains a total of 2,925,493 entries. It comprises 141 

independent variables, including credit limit balance, average account balance, loan amount, credit rating, 

with the dependent variable being ‘loan_status.’ The individuals in the data reside in the United States 

and the dataset includes details on the company, location, and credit information for loans. 

 

4.2 Data Processing 

4.2.1 Preprocessing 

Loan data consists of numerous variables, presenting challenges when applying analysis models. 

Consequently, it is essential to reduce the number of data variables.  

First, we investigate missing values for each variable. When variables with a high rate of missing values 

are assigned with substitute values, it can impact predictions. Therefore, in this study, such variables will 
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be excluded. Additionally, variables that are not significantly associated with the prediction of default 

will be excluded. This includes variables related to pre-loan execution, investors in the loan, and any 

factors that do not have a meaningful connection with the load itself. 

The principal component analysis calculates the principal component with the highest eigenvalue, 

thereby selecting the most important variables. Furthermore, we intentionally choose the final variable 

based on their importance and scalability in predictions. Categorical variables are converted to numeric 

values using the one-hot-encoding method [29]. Among them, ‘emp_length’ and ‘grade’ are converted 

to numeric data through variable abstraction. Ultimately, this process results in a refined dataset 

consisting of 47 variables. 

The dependent variable is the ‘loan_status’ data, which is categorized into nine types based on the 

degree of delinquency and repayment status, as shown in Table 2. This study aims to predict the risk of 

current borrowers, using “Fully Paid” and “Charged Off” as dependent variable categories. Loans marked 

as “Fully Paid” is assigned a value of 0, totaling 1,497,783 records, while “Charged Off” loans are 

assigned a value of 1, with a total of 362,548 records. This process results in an organized dataset 

comprising a total of 1,860,331 records. 

 

Table 2. Dependent variable (loan status) 

Loan status Count 

Fully Paid 1,497,783 

Current 1,031,016 

Charged Off 362,548 

Late (31–120 days) 16,154 

In Grace Period 10,028 

Late (16–30 days) 2,719 

Issued 2,062 

Does not meet the credit policy 2,749 

Default 433 

 

4.2.2 Data conversion 

The final 46 independent variables, excluding the key variables ‘id’ and ‘issue_d,’ are transformed 

using 2D matrix conversion algorithms (Simple-Gen, Simple-Matrix) to create a single channel image 

dataset with a shape of [7,7]. In this square-shaped 2D matrix, missing cells are filled with 0. The 

referenced algorithms are originally designed to predict associations between genomic information and 

drug. For this study, the algorithm has been partially modified and adapted for our specific application. 

 

4.2.3 Preparing for time series analysis 

A time series is a sequence of observations recorded at some time intervals. In this study, the issuance 

date of loans is used to determine the start date of the time series. In the preprocessing of time series data, 

it is important to check the stationarity. If the time series is not stationary, it is first transformed into a 

stationary time series to ensure that the mean and variance remain constant over time. To achieve this, 

the augmented Dickey-Fuller (ADF) test [30] is applied to each individual variable within the time series. 

The ADF test results indicate that all variables are stationary over time, confirming that their mean and 

variance remain constant over time, with no identifiable trends or seasonality associated with the variables. 
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4.2.4 Cross-validation 

To minimize data overfitting and bias, The General Model applies 5-fold cross-validation. The entire 

dataset is split into training and test sets in a 7:3 ratio, and the training data is randomly and evenly 

divided into 5 folds. One fold is further divided into 5 folds, creating training and validation datasets for 

model learning. The remaining folds undergo the same process with the validation dataset rotated among 

the different folds, and this procedure continues until all folds have served as validation datasets. 

For Time Series Model, a 5-split time series cross-validation is applied. Similar to the General Model, 

the entire dataset is equally divided into training and test sets in a 7:3 ratio. In the 5-split iterative process, 

the partitioned datasets are evenly distributed and at each step, the training set is expanded to facilitate 

model learning. 

 

4.2.5 Hyperparameter 

General machine learning models exhibit significant performance variations depending on parameter 

and hyperparameter settings. However, since this study focuses on comparing classification outcomes 

between CNN-based model and time series-based model, hyperparameter tuning is performed using basic 

grid search [31]. Deep learning models use hyperparameters such learning rate, mini-batch size, and 

optimization algorithm. The hyperparameters used in each model are summarized in Table 3. 

Fig. 2 provides a pseudo-code that outlines the adopted algorithm detailing the steps and implementations 

of the proposed procedure. 

 

4.3 Results Analysis 

4.3.1 Comparison of model performance 

The results measured with the test data are summarized in Table 4. In the General Model, accuracy is 

generally high across all models, with the exception of logistic regression (LR). The CNN-based models 

show superior performance compared to non-CNN-based models, with an average accuracy that is 5.7% 

higher, an F1-score 33.6% higher, and an AUC that is 1.9% higher. Notably, the CNN(b) model, which 

applies the Simple-Gen transformation, achieves the best performance among other classification models, 

 

Table 3. Model hyperparameters 

Model Hyperparameter 

LR max_iter=500, multi_class=’ovr’, random_state=42 

RF criterion=entropy, n_estimators=100 

XGBoost n_estimators=100, colsample_bytree=0.5, max_depth=7, random_state=42 

ANN learning_rate=0.001, batch_size=128, optimizer=Adam, loss=binary_crossentropy 

CNN(a) learning_rate=0.001, batch_size=128, optimizer=Adam, loss=binary_crossentropy 

CNN(b) learning_rate=0.001, batch_size=128, optimizer=Adam, loss=sparse_categorical_crossentropy 

LSTM(a) learning_rate=0.001, batch_size=64, optimizer=RMSprop, loss=sparse_categorical_crossentropy 

LSTM(b) learning_rate=0.001, batch_size=64, optimizer=Adam, loss=sparse_categorical_crossentropy 

BiLSTM 

learning_rate=0.0005, batch_size=64, optimizer=Adam, loss=sparse_categorical_crossentropy CNN-LSTM(a) 

CNN-LSTM(b) 
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Fig. 2. Pseudo-code for the proposed algorithm. 

 

with an average accuracy 6.1% higher, an F1-score 33.8% higher, and an AUC 2.2% higher. 

In Time Series Model, the CNN-LSTM based models outperform the standard LSTM models, with an 

average accuracy 1.1% higher, an F1-score 7.5% higher, and an AUC 3.3% higher. Furthermore, the 

CNN-LSTM(b) model exhibits the best performance among the LSTM-based models, achieving an 

average accuracy 1.5% higher, an F1-score 10.1% higher, and an AUC 4.5% higher. Fig. 3 visualizes 

parts of the prediction results for better understanding. 

 

4.3.2 Comparison of general model vs. time series model and non-CNN-based models vs. 

CNN-based models 

Excluding LR, which showed low accuracy within the General Model, we conduct a comparative 

analysis between the General Model and the Time Series Model. 

 

Table 4. The performance results by model 

Model Accuracy F1-score AUC 

General Model    

LR 0.7499 0.6026 0.8442 

RF 0.8278 0.6710 0.8554 

XGBoost 0.8457 0.6906 0.8598 

ANN 0.8227 0.6356 0.8114 

CNN(a) 0.8559 0.8670 0.8559 

CNN(b) 0.8611 0.8699 0.8613 

Time Series Model    

LSTM(a) 0.8598 0.5751 0.7072 

LSTM(b) 0.8728 0.6040 0.7191 

BiLSTM 0.8630 0.5531 0.6924 

CNN-LSTM(a) 0.8712 0.6053 0.7210 

CNN-LSTM(b) 0.8782 0.6359 0.7381 

The bold font indicates the best performance in each test. 
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Fig. 3. The performance results by model. 

 

Table 5 summarizes the results of the comparison. The Time Series Model demonstrates an average 

accuracy that is 3.1% higher than the General Model; however, the F1-score and AUC are low by -20.3% 

and -15.7%. 

CNN-based models outperform their non-CNN counterparts, with all metrics showing increases: average 

accuracy improved by 2.1%, F1-score enhanced by 19.8%, and AUC rising by 2.6%. Fig. 4 visualizes 

the performance results for clarity. 

The performance of both General Model and Time Series Model varies based on their evaluation 

criteria, and it can be confirmed that the CNN-based models generally have better performance than the 

non-CNN-based models. 

 

Table 5. The performance results by type 

Type Accuracy F1-score AUC 

General Model 0.8426 0.7468 0.8488 

Time Series Model 0.8690 0.5947 0.7156 

Non-CNN-based models 0.8486 0.6216 0.7742 

CNN-based models 0.8666 0.7445 0.7941 

The bold font indicates the best performance in each test. 

 

Fig. 4. The performance results by type. 
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4.3.3 Comparison of model explanation 

After evaluating the performance of the classification models, post hoc explanations using the SHAP 

method were applied to the CNN(b) and CNN-LSTM(b) models, which demonstrated excellent results 

for enhanced interpretability. As the target models are deep learning models, deep SHAP was used. 

First, a global interpretation was conducted to assess the overall classification influence of the models. 

We examined variable importance to check the impact of all independent variables on the dependent 

variable (‘loan_status’). SHAP variable importance represents the average of the absolute SHAP value 

in the classification prediction process. The magnitude of these values indicates how much each variable 

contributed to the prediction process. 

Fig. 5 is a visualization of the top 15 variables ranked by the importance in descending order. For 

CNN(b) model, the variable importance is ranked in the following order: ‘last_pymnt_amnt,’ 

‘loan_amnt,’ ‘sub_grade,’ ‘term,’ and ‘installation.’ Meanwhile, the CNN-LSTM(b) model, ranked the  

 

 
(a) (b)

Fig. 5. Global Interpretation (variable importance): (a) CNN(b) model and (b) CNN-LSTM(b) model. 

 

  
(a) (b)

Fig. 6. Global Interpretation (scatter plot with density estimation): (a) CNN(b) model and (b) CNN-

LSTM(b) model. 

 

variable importance as: ‘last_pymnt_amnt,’ ‘term,’ ‘installation,’ ‘loan_amnt,’ and ‘sub_grade.’ It is 

observed that the top elements in variable importance, including ‘last_pymnt_amnt,’ ‘term,’ and 

‘installment,’ are consistent across both models. However, there are notable differences in the ranking 

order between the two models' interpretation processes. 
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Fig. 6 presents scatter plot that combine variable importance with variable effects. The x-axis 

represents SHAP values, and the y-axis represents important variables. The color of the feature value 

indicates the abundance (dark) or scarcity (light) of variable values. 

In the case of CNN(b), most of the important variables, such as ‘last_pymnt_amnt’ and ‘loan_amnt,’ 

show unclear scatter plot colors, making interpretation difficult. 

For the CNN-LSTM(b) model, when the value of ‘last_pymnt_amnt’ is high (dark color), it indicates 

a negative impact on “Charged Off,” while a low value (light color) has a positive impact. Similarly, 

lower values (light color) of variables such as ‘term,’ ‘installment,’ and ‘loan_amnt,’ results in a negative 

impact on “Charged Off,” and a high value (dark color) yield positive impacts. Overall, 

‘last_pymnt_amnt’ shows a negative correlation with “Charged Off,” while ‘term,’ ‘installment,’ and 

‘loan_amnt’ are positively correlated. Similar interpretations can be applied to other variables, and it 

must be noted that interpretation is possible when the colors of scatter plot are clear. 

The following is an interpretation of individual data classification for the applied models (Local 

Interpretation). 

Fig. 7 visualizes individual model predictions, allowing us to understand the variable influences for 

each data point. In this case (data A), both the actual and predicted outcomes reflect successful “Fully 

Paid” status. For CNN(b), the SHAP prediction value is 0.21. The variables that negative impact on 

“Charged Off” (positive impacting “Fully Paid”) are ‘sub_grade,’ ‘FICO_average,’ and ‘int_rate.’ 

Conversely, variables that has a positive impact on “Charged Off” (negative impact on “Fully Paid”) are 

‘last_pymnt_amnt’ and ‘revol_util.’ For CNN-LSTM(b), the SHAP prediction value is 0.01 with 

‘loan_amnt,’ ‘installment,’ and ‘sub_grade’ negatively impacting “Charged Off,” while ‘last_pymnt_amnt’ 

positively impacts it. 

While the variables affecting “Charged Off” do not precisely match between the General Model and 

the Time Series Model, there is consistency in the directional impact of variables such as ‘last_pymnt_amnt’ 

and ‘sub_grade.’ 

 

 
(a) 

 
(b) 

Fig. 7. Local Interpretaion (loan_status=0) of data A: (a) CNN(b) model and (b) CNN-LSTM(b) model. 

 

Fig. 8 presents the prediction visualization for data B where both the actual and predicted values 

indicate a “Charged Off.” 

For CNN(b), the SHAP prediction value is 0.50. The variables that negatively impact “Charged Off” 

include ‘term’ and ‘loan_amnt.’ While ‘last_pymnt_amnt,’ ‘sub_grade,’ ‘revol_util,’ and ‘int_rate’ 

positively impact it. For CNN-LSTM(b), the SHAP prediction value is 0.74. Variables negatively 
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impacting “Charged Off” are ‘purpose_other’ and ‘loan_amnt,’ whereas ‘last_pymnt_amnt,’ ‘sub_grade’ 

and ‘home_ownership_MORTGAGE’ positively impact it. 

While the specific variables influencing “Charged Off” vary between the General Model and the Time 

Series Model, there is consistency in the directionality of the variable ‘last_pymnt_amnt,’ ‘sub_grade,’ 

and ‘loan_amnt,’ 

In the overall classification interpretation (Global Interpretation), the top common variables in 

importance for both models (General Model and Time Series Model) are ‘last_pymnt_amnt,’ ‘term,’ and 

‘installment.’ However, differences were observed in the interpretation process between the two models, 

making it challenging to identify similarities through the combined analysis of variable importance, 

variable effects, and interaction analysis among independent variables. 

For the individual data classification interpretation (Local Interpretation), regardless of the data type 

(“Fully Paid” or “Charged Off”), it was found that variables that positively or negatively influenced 

“Charged Off” during the prediction process did not align precisely. Nevertheless, there were instances 

where the prediction directionality remained consistent. 

 

 
(a) 

 
(b) 

Fig. 8. Local Interpretaion (loan_status=1) of data B: (a) CNN(b) model and (b) CNN-LSTM(b) model. 

 

 

5. Conclusion 

This paper employs two algorithms for 2D matrix transformation to visualize data for credit risk 

prediction models. It also extracts time series characteristics to ensure stationarity for time series analysis 

on basic dataset. In the General Model, 5-fold cross-validation is applied to four non-CNN-based models 

and two CNN-based models for training, validation, and testing. For Time Series Models, time series 

cross-validation is applied, targeting three LSTM-based models and two CNN-LSTM-based models for 

training, validation, and testing to generate prediction results. 

The General Model assessed prediction performance by differentiating between basic data and image 

data, revealing that models utilizing image data outperformed their counterparts. Similarly, the Time 

Series Model evaluated performance by distinguishing between time series basic data and time series 

image data, confirming the excellent performance of the models based on time series image data. 

To identify differences in predictive interpretation between the General Model and the Time Series 

Model, the best-performing models from each category were selected, and SHAP was applied to compare 
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their predictive explanatory power. While the overall data and individual data interpretations showed 

similar predictive trends, variations in the ranking of importance for each variable were observed. 

The research model in this paper aims to explore the potential of classification performance through 

the image visualization of tabular data, the efficiency of extracting time series elements from basic data, 

and understanding the predictive explanatory power differences across various model types. To 

accomplish this, a comprehensive research model was constructed, integrating data imaging, time series 

transformation, cross-validation, and XAI design. In addition, the process of refining each component to 

enhance prediction accuracy and the model analysis was intrinsically valuable as the empirical study 

progressed. 

The results of model reliability using CNN, LSTM models and SHAP application can be useful for 

developing models that are robust and reliable across diverse data types, particularly in decision-making 

processes for credit rating agencies and other financial institutions. 

In future research, we aim to expand various data processing capabilities for financial prediction and 

evaluate the effectiveness of different explainable AI techniques by establishing relevant evaluation 

metrics. Through this approach, we hope to confirm the utility of innovative methods and foster the 

development of transparent and trustworthy AI applications in the financial field by addressing the 

shortcomings of deep learning. 
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